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Based on:
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We present a first-principles lattice QCD investigation of the R-ratio between the e+e− cross-
section into hadrons and that into muons. By using the method of Ref. [1], that allows to extract
smeared spectral densities from Euclidean correlators, we compute the R-ratio convoluted with
Gaussian smearing kernels of widths of about 600 MeV and central energies from 220 MeV up
to 2.5 GeV. Our theoretical results are compared with the corresponding quantities obtained by
smearing the KNT19 compilation [2] of R-ratio experimental measurements with the same kernels
and, by centring the Gaussians in the region around the ρ-resonance peak, a tension of about three
standard deviations is observed. From the phenomenological perspective, we have not included yet
in our calculation QED and strong isospin-breaking corrections and this might affect the observed
tension. From the methodological perspective, our calculation demonstrates that it is possible to
study the R-ratio in Gaussian energy bins on the lattice at the level of accuracy required in order
to perform precision tests of the Standard Model.

INTRODUCTION

The R-ratio between the e+e− cross-section into
hadrons with that into muons plays a fundamental rôle
in particle physics since its introduction in Ref. [3]. In re-
cent years, the importance of the R-ratio has been mainly
associated with the fact that its knowledge, as a function
of the center-of-mass energy of the electrons, allows to
predict the leading hadronic contribution (HVP) to the
muon anomalous magnetic moment (aµ) via a dispersive
approach. The dispersive determinations of aHVP

µ , re-
viewed in detail in Ref. [4], are in strong tension (about
four standard deviations) with the experimental determi-
nation of aµ. On the other hand, lattice determinations
of (partial) contributions to aHVP

µ , obtained without any
reference to the experimental measurements of R, are in
much better agreement with the aµ experiment [5].

The focus of this paper is R, smeared with Gaussian
kernels, and not aµ. The experiments that measure R

are radically different from those that measure aµ and,
moreover, R is an energy-dependent probe of the theory
while aµ is natively a low–energy observable. For these
reasons a detailed phenomenological investigation of R
represents an independent precision test of the Standard
Model with respect to that provided by aµ. We address
here the theoretical side of this problem by computing the
energy-smeared R-ratio on the lattice with the required
non-perturbative accuracy.

To this end, we rely on our effort within the ETMC
that produced a collection of state-of-the-art lattice QCD
ensembles with four dynamical Twisted Mass quark
flavours [6] at physical pion masses together with the
Euclidean correlators with two insertions of the hadronic
electromagnetic current (see TABLE I and Ref. [7]).
From these correlators, by using the method proposed
in Ref. [1] and recently validated in Ref. [8] (see also
Ref. [9]), we extract the R-ratio smeared with normal-

ized Gaussian kernels, Gσ(ω) = exp(−ω2/2σ2)/
√

2πσ2,
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MOTIVATIONS

A picture is worth a thousand words (see talks on Monday morning’s session):Hadronic vacuum polarization contribution to the muon g − 2
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not yet in WP
← Status for ahvp

µ [2203.15810, Colangelo et al.]

Prediction in [2002.12347, BMWc] deviates
signi�cantly from data-driven results.

Recent data for e+e− → π+π− [2302.08834,
CMD-3] favor shift of data-driven results
towards experimental result.

Additional precise lattice results needed!

Short term: Focus on benchmark quantities to compare among collaborations.
Time windows in the Time Momentum Representation [1801.07224, Blum et al.].

Long term: Improve overall precision of ahvp
µ .

Simon Kuberski 4 / 42

Overview of results for awin
µ

230 235 240

awin
µ × 1010

Colangelo et al. 22 (R-ratio)

RBC/UKQCD 18

BMW 20

ETMC 21

Mainz/CLS 22

ETMC 22

RBC/UKQCD 23

3.9σ tension with data-driven estimate in [2205.12963, Colangelo et al.].
Genuine di�erence between lattice and data-driven results?
Recent data-driven analysis of awin

µ based on τ data agrees with lattice results
[2305.20005, Masjuan et al.].

Simon Kuberski 8 / 42

"Our accurate lattice results in the short and intermediate windows point to a possible deviation of the e+e−

cross section data with respect to Standard Model predictions in the low and intermediate energy regions."
(ETMC PhysRevD.107.074506)
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What is the R-ratio?
Experimentally:

R(E) =
σ(e+e− → hadrons)
σ(e+e− → µ+µ−)

362 5 Hadronic Effects

γ

e−

e+

γ hard

s = M2
φ; s′ = s (1 − k), k = Eγ/Ebeam

π+π−, ρ0φ hadrons

(a) (b)

Fig. 5.9 a Radiative return measurement of the π+π− cross–section by KLOE at the φ–factory
DAΦNE. At the B–factory at SLAC, using the same principle, BABAR has measured many other
channels at higher energies. Recently also BES-III at BEPC-II has applied the ISR mechanism to
measure the π+π− cross–section; b Standard measurement of σhad in an energy scan as performed
at Novosibirsk (CMD-2, CMD-3, SND, KEDR) and Beijing (BES-II) by tuning the beam energy

Fig. 5.10 Comparison of ISR ππ data: ratio |Fπ(E)|2 in units of a GS fit from BES-III. Left panel
all sets. Right panel BaBar versus KLOE10, which exhibits the largest relative deviations

level [59, 60] at the end. The first dedicated radiative return experiment has been per-
formed by KLOE at DAΦNE/Frascati, by measuring the π+π− cross–section [23]
(see Fig. 5.6). Based on the ISR method, meson factories have been able to improve
the low energy ππ cross–sections database dramatically.Measurements fromKLOE,
BABAR and lately also from BES-III allowed to reduce errors by almost a factor
ten. The measurements are very challenging and unfortunately there is quite some
tension between the different data set as shown in Fig. 5.10. KLOE data lie higher
below the ρ0 and lower above the ρ0, with deviations at the few% level at the bound-
aries of the measured energy range. For a recent review of hadron production via
e+e− collisions with initial state radiation see [61] or the earlier [62].

The “observed” cross section at O(α2) may be written in the form

σobs(s) = σ0(s) [1 + δini(ω) + δfin(ω)]

+
∫ s−2ω

√
s

4m2
π

ds ′ σ0(s
′) ρini(s, s

′) + σ0(s)
∫ s−2ω

√
s

4m2
π

ds ′ ρfin(s, s
′) , (5.11)

which also illustrates the unfolding problem one is confronted with in determining
the cross section of interest σ0(s). This “bare” cross section, undressed from elec-
tromagnetic effects, is formally given by the point cross–section (2.261) times the
absolute square of the pion form factor which encodes the strong interaction effects
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Rexp(E) by KNT19

Nc

∑
f Q

2
f

pQCD

On the Lattice side:

C(t) =
1

3

∑
i

∫
d3x

〈
Ĵi(t,x)Ĵi(0)

〉
=

∫ ∞

2mπ

dω e−ωt ω2R(ω)

12π2

The R-ratio is the spectral density associated with C(t) so ...
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SPECTRAL DENSITIES IN LATTICE QCD



Spectral densities from Euclidean correlation functions

C(t) =

∫ ∞

0

dω e−ωtρL(ω)
t Euclidean time

L < ∞ lattice volume

Numerically ill-posed inverse problem

. t/a = 1, 2, 3, · · · , T lack of information

. Ci(t) = C̄(t) + δCi(t) imprecise data

Mathematically not well defined for L < ∞

. ρL(ω) =
∑
n

fn(L) δ
(
ω − ωn(L)

)
is a distribution
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Even if the position and the coefficients of the peaks could be calculated exactly ρL(ω) cannot, in general, be
associated with physical quantities and

lim
L→∞

ρL(ω) is not defined
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Smeared spectral densities

ρσ,L(E) =

∫ ∞

0

dω ∆σ(E,ω) ρL(ω)

. The smearing kernel is such that ∆σ(E,ω) 7→ δ(E − ω) when σ 7→ 0

. The smeared spectral density is a smooth function of the energy

The infinite volume limit of ρσ,L(E) is well posed

ρ(E) = lim
σ→0

lim
L→∞

ρσ,L(E)

5 / 28



Example

ρσ,L(E) =

∫ ∞

0

dω ∆σ(ω,E)ρL(ω) ∆σ(ω,E) =
1√
2πσ

exp

(
− (E − ω)2

2σ2

)
ρ
σ
,L

(E
)
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E [GeV]

ρ
σ
,L

(E
)

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4

E [GeV]
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4

E [GeV]

6 / 28



ρ
σ
,L

(E
)

σ =0.200 GeV σ =0.050 GeV σ =0.030 GeV

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4

E [GeV]

ρ
σ
,L

(E
)

σ =0.020 GeV

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4

E [GeV]

σ =0.015 GeV

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4

E [GeV]

σ =0.010 GeV

ρ(E) = lim
σ→0

lim
L→∞

ρσ,L(E) THE ORDER OF THE LIMITS IS IMPORTANT
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In practice ...

. The L 7→ ∞ limit is not a big deal (Bulava et al. JHEP 07 (2022) 034)

ρσ(E)− ρσ,L(E) = O(L−∞)

. The σ 7→ 0 limit is feasible for smooth unsmeared spectral densities ...

. ... when possible we can instead smear the experimental result → ρexp
σ (E)

8 / 28

https://inspirehep.net/literature/1976807


What we actually calculated
We calculated Rσ(E) for σ = 0.44 GeV, σ = 0.53 GeV and σ = 0.63 GeV.
Experimentally this corresponds to

0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0

E [GeV]
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R
ex

p
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R(E) = σ(e+e−→hadrons)
σ(e+e−→µ+µ−) by KNT19

Rexp
σ (E)

σ =0.44 GeV

σ =0.53 GeV

σ =0.63 GeV
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APPROACHES TO SPECTRAL RECONSTRUCTION:

. Bayesian framework (MEM, BR, Gaussian Processes ecc.)

. Machine Learning (Neural networks ecc.)

. Chebyshev Polynomials

. Backus-Gilbert 7→ HLT:

On the extraction of spectral densities from lattice correlators

Martin Hansen,1 Alessandro Lupo,2 and Nazario Tantalo3

1INFN Roma Tor Vergata, Via della Ricerca Scientifica 1, I-00133, Rome, Italy.

2University of Rome Tor Vergata, Via della Ricerca Scientifica 1, I-00133, Rome, Italy.

3University of Rome Tor Vergata and INFN Roma Tor Vergata,
Via della Ricerca Scientifica 1, I-00133, Rome, Italy.

Hadronic spectral densities are important quantities whose non–perturbative knowledge allows
for calculating phenomenologically relevant observables, such as inclusive hadronic cross–sections
and non–leptonic decay–rates. The extraction of spectral densities from lattice correlators is a
notoriously difficult problem because lattice simulations are performed in Euclidean time and lattice
data are unavoidably affected by statistical and systematic uncertainties. In this paper we present a
new method for extracting hadronic spectral densities from lattice correlators. The method allows
for choosing a smearing function at the beginning of the procedure and it provides results for
the spectral densities smeared with this function together with reliable estimates of the associated
uncertainties. The same smearing function can be used in the analysis of correlators obtained on
different volumes, such that the infinite volume limit can be studied in a consistent way. While the
method is described by using the language of lattice simulations, in reality it is completely general
and can profitably be used to cope with inverse problems arising in different fields of research.

I. INTRODUCTION

Hadronic spectral densities are crucial ingredients in
the calculation of physical observables associated with
the continuum spectrum of the QCD Hamiltonian. A
notable classical example is provided by the differential
cross section for the process e+e− 7→ hadrons that, at
leading order in the electromagnetic coupling, is propor-
tional to the QCD spectral density evaluated between
hadronic electromagnetic currents,

dΣ(E)

dE
∝ 〈0|Jkem(0) δ(H − E)δ3(P ) Jkem(0)|0〉 , (1)

where E is the energy of the electron–positron pair in the
center of mass frame, H and P are respectively the QCD
Hamiltonian and total momentum operators and Jµem(x)
is the hadronic electromagnetic current. Other impor-
tant examples of observables, in which spectral densities
play a crucial rôle, are the flavour–changing non–leptonic
decay–rates of kaons and heavy flavoured mesons, the
deep inelastic scattering cross–section, and thermody-
namic observables arising in the study of QCD at finite–
temperature and of the quark–gluon plasma.

It is notoriously difficult to obtain model–independent
non–perturbative theoretical predictions for hadronic
spectral densities. In principle this is a problem that
can be addressed from first–principles within the solid
framework of lattice QCD. However, in practice, one has
to face highly non–trivial numerical and theoretical prob-
lems in order to extract spectral densities from lattice
simulations.

The origin of these problems can be traced back to
the fact that lattice results unavoidably are affected by
statistical and systematic errors. More precisely, the pri-
mary observables computed in a lattice simulation are

Euclidean time–ordered correlators at discrete values of
the space–time coordinates and on a finite volume, e.g.

C(t) =
1

L3

∑
x

T 〈0|O(x) Ō(0)|0〉L , (2)

where L is the linear extent of the spatial volume V = L3

while O and Ō are generic hadronic operators. In the
following we shall not discuss cutoff effects and, there-
fore, we shall not indicate the dependence of the differ-
ent quantities upon the lattice spacing. We shall however
always assume that the correlators are known only for
discrete values of the space–time coordinates. At posi-
tive Euclidean times t ≥ 0 the previous correlator can be
rewritten as

C(t) =

∫ ∞
0

dE ρL(E) e−tE , (3)

where, for simplicity (see below for a generalization in the
case of periodic boundary conditions in time), we have
assumed that the time extent of the lattice is infinite and
where we have defined the associated spectral density

ρL(E) =
1

L3

∑
x

〈0|O(0,x) δ(E −HL) Ō(0)|0〉L . (4)

The main problems faced during the extraction of spec-
tral densities from lattice simulations can now be ex-
plained by starting from the previous two expressions.

The first problem is associated with the fact that the
extraction of ρL(E) from the measured lattice correlator
C(t) requires an inverse Laplace–transform to be per-
formed numerically, an ill–posed problem when the mea-
sured data are affected by uncertainties. This is the case
for C(t) that unavoidably will be affected by statistical
errors, particularly at large time separations where (a
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Phys. Rev. D 99, 094508

The mathematics of the HLT method had already been developed before (F. Pijpers, M. Thompson Astron.As-
trophys. 262 (1992) L33). What we call the HLT method is the additional procedure used to estimate reliably
the errors

10 / 28
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This has been stringently and successfully tested!

. O(3) non-linear σ-model

. Asymp.lly free, dynamically generated mass
gap and integrable in 2D

. The spectral density is the analogous of the
R-ratio

. Correlation functions calculated in Monte Carlo
simulations

16

FIG. 9. A summary of the continuum, ε → 0 extrapolated results for ρ(E), together with the exact two-particle contribution
(light dashed line), the two-, four-, and six-particle contributions (dark solid line), and the 2-loop perturbative result (dark
dotted line). Statistical and systematic errors due to the finite volume, continuum limit, and ε→ 0 extrapolation are combined
in quadrature as described in the text.

kernels on equal footing: all smearing widths are included up to those with the same amount of ‘leakage’ down to
the two-particle threshold, where ρ(E) varies rapidly. For the c0 kernel the large value αc0 ≈ 1.84 together with
the leading O(ε) behavior effectively renders it useless in the extrapolations. For the Gaussian kernel αg = 1 by
definition, while αc1 = 0.7 and αc2 = 0.855 increase the fit range for these two kernels relative to the Gaussian. The
extrapolations are therefore performed with the three kernels g, c1, and c2. An example of such an extrapolation is
shown in the left panel of Fig. 8.

The systematic error estimate due to the ε → 0 extrapolation proceeds by employing extrapolation forms up to
and including O(εp) with p = 2, 3, and 4 and varying εmax keeping below εmax < 1.3(E − 2m?). For each value
of p, the largest εmax resulting in a (correlated) χ2/d.o.f. < 1 is identified, with the p = 4 value taken as the best
estimate for ρ(E). The spread of these three values is then added in quadrature as a systematic error. An example
plot showing the consistency between different extrapolation forms and extrapolation ranges is shown in the right
panel of Fig. 8. This procedure is performed for all energies for which E/m? takes integral values from 4 to 40. A
summary of the extrapolated results is shown in Fig. 9, which are consistent with the exact results including 2, 4,
and 6 particle contributions. Interestingly, the data exhibits some sensitivity to ρ(4)(E) for E & 20m?. Four-particle
scattering amplitudes are currently beyond the reach of the finite-volume formalism.

VI. CONCLUSIONS

The aim of the preceding sections is to verify the procedure of Ref. [1] for numerically computing smeared spectral
densities (with an a priori specified smearing kernel) from lattice field theory correlation functions. In this regard
the two-dimensional O(3) model usefully provides exact results against which the estimates can be checked. These
checks, which are presented in Figs. 6 and 9, are satisfied and compare both ρε(E) at finite ε and the results from
ε→ 0 extrapolations to determine ρ(E) deep into the inelastic region where finite-volume methods have not yet been
developed. The highest energy considered here is E = 40m?, at which ρ(E) is determined with a relative accuracy of
5% and differs significantly from the exact two-particle contribution ρ(2)(E) given in Eq. (9).

Apart from the ‘usual’ sources of systematic error due to the finite lattice spacing and finite-volume spacetime, we
must also consider the imperfect reconstruction of the smearing kernel due to the finite number of input time slices
and their associated statistical errors. All sources of systematic error have been estimated and included in Figs. 6
and 9 where the statistical and systematic errors are added in quadrature. Generally the errors due to the finite lattice
extent are the largest source of systematic uncertainty, and are typically less than or comparable to the statistical
errors.

The determination of ρε(E) becomes increasingly difficult for smaller smearing widths ε at fixed energy E, and
increasing E with fixed ε. As is evident from the right two panels of Fig. 6, it is difficult to achieve precise results

DESY 21-201, HU-EP-21/49

Inclusive rates from smeared spectral densities
in the two-dimensional O(3) non-linear σ-model

John Bulava,1, ∗ Maxwell T. Hansen,2, † Michael W. Hansen,3, ‡ Agostino Patella,4, § and Nazario Tantalo5, ¶
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This work employs the spectral reconstruction approach of Ref. [1] to determine an inclusive rate
in the 1 + 1 dimensional O(3) non-linear σ-model, analogous to the QCD part of e+e− → hadrons.
The Euclidean two-point correlation function of the conserved current j is computed using Monte
Carlo lattice field theory simulations for a variety of spacetime volumes and lattice spacings. The
spectral density of this correlator is related to the inclusive rate for j → X in which all final
states produced by the external current are summed. The ill-posed inverse problem of determining
the spectral density from the correlation function is made tractable through the determination of
smeared spectral densities in which the desired density is convolved with a set of known smearing
kernels of finite width ε. The smooth energy dependence of the underlying spectral density enables
a controlled ε→ 0 extrapolation in the inelastic region, yielding the real-time inclusive rate without
reference to individual finite-volume energies or matrix elements. Systematic uncertainties due
cutoff effects and residual finite-volume effects are estimated and taken into account in the final
error budget. After taking the continuum limit, the results are consistent with the known analytic
rate to within the combined statistical and systematic errors. Above energies where 20-particle
states contribute, the overall precision is sufficient to discern the four-particle contribution to the
spectral density.
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ρσ(E) =

∫ ∞

Eth

dω∆σ(E,ω)ρ(ω) ∆σ(E,ω) smooth kernel (e.g. the Gaussian)

Approximate the target kernel with a finite number of basis functions

∆σ(E,ω) =
∞∑

τ=1

gτe
−aωτ 7→ ∆rec

σ (E,ω) =

T<∞∑
τ=1

gτ e−aωτ

and get the estimator for ρσ(E)

ρσ(E) ∼
T∑

τ=1

gτ

∫ ∞

Eth

dω e−aωτρ(ω)︸ ︷︷ ︸
C(aτ)

=

T∑
τ=1

gτ C(aτ) LINEAR PROBLEM

We only need to estimate the systematic error due to imperfect reconstruction of the kernel since T < ∞
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. The g coefficients are calculated by minimizing

W [λ, g] = (1− λ)
Aα[g]

Aα[0]
+ λB[g]

. Suppression of the statistical error

B[g] ∝ gT · ˆCOV
[
C(t)

]
· g ≡

(
∆stat

ρ

)2

. Accuracy of the approximated kernel

Aα[g] =

∫ ∞

Eth

dω

∆σ(ω,E)−
T∑

τ=1

gτe
−aωτ


2

· eαω

. Unbiased procedure: exact result is recovered for
T 7→ ∞ and ˆCOV 7→ 0̂

. λ is a trade-off parameter between statistical
precision and relative error of the approximated
kernel

. α (< 2) defines different norms to calculate
∆rec

σ (ω,E)

. Reference norm

d(g) =

√
A0[g]

A0[0]
↔ λ
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Stability analysis to tune λ and estimate the errors
(HLT procedure)



We look for a stability region in which systematic fluctuations are within statistical errors and results for
different norms are statistically compatible
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0.0001 0.0002 0.0003 0.0004 0.0005

d(g) =
√

A0[g]
A0[0]

1.65

1.70

1.75

1.80

1.85

R
`` σ

(E
;g

)

d(g?)d(g??)
C80, E = 0.79 GeV, σ = 0.53 GeV

α = 2− α = 0 α = 1
2

We include fluctuations larger than the statistical error as a reconstruction systematic uncertainty

0.0 0.5 1.0 1.5 2.0 2.5 3.0

x

0.0

0.5

1.0

er
f
( x √

2

)

0.683

Pσ(E) =
Rσ(E; g?)−Rσ(E; g??)

∆stat
σ (E; g??)

∆rec
σ (E) = |Rσ(E; g?)−Rσ(E; g??)| erf

(
Pσ(E)√

2

)
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Kernel reconstruction
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The effect of the noise regulator (B[g] functional)
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τ

−1.0

−0.5

0.0

0.5

1.0

g τ
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B64, E = 0.79 GeV, σ = 0.44 GeV

. In absence of a noise regulator the ill-posedness manifests itself through large and oscillating gτ
coefficients 7→ Extended arithmetic precision is required
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Our analysis of the R-ratio (ETMC arXiv:2212.08467)

Ensemble details at PhysRevD.107.074506 (ETMC)

ensemble L3 · T a (fm) L (fm) Mπ (MeV) β

B96 963 · 192 0.07961(13) 7.64 135.2(2) 1.778
B64 643 · 128 0.07961(13) 5.09 135.2(2) 1.778
C80 803 · 160 0.06821(12) 5.46 134.9(3) 1.836
D96 963 · 192 0.05692(10) 5.46 135.1(3) 1.900

. Iso-symmetric QCD with Nf = 2 + 1 + 1 dynamical quarks

. Both connected and disconnected contributions to C(t) included

. Two regularizations: Twisted Mass (TM) and Osterwalder-Seiler (OS)

%Missing QED and strong Isospin-Breaking corrections

Rσ(E) calculated for σ = 0.44, 0.53 and 0.63 GeV from E = 0.25 GeV to 2.4 GeV.
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(data-driven) Finite volume effects estimation
We check that different volumes are statistically compatible (LB64 ' 5 fm, LB96 ' 7.6 fm)
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and consider as associated systematic uncertainty

PL
σ (E) =

Rσ(E; B96)−Rσ(E; B64)√
∆stat

σ (E; B96)2 +∆stat
σ (E; B64)2

∆L
σ(E) = |Rσ(E; B96)−Rσ(E; B64)|erf

(
PL
σ (E)√

2

)
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Continuum extrapolation
Linear constrained and unconstrained ansatz (E = 0.79 GeV, σ = 0.63 GeV),
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−0.005

0.000
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extrapolated OS

Linear constrained and unconstrained ansatz, E = 0.79 GeV, σ = 0.63 GeV
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Continuum extrapolation and data-driven systematic error
We check that constrained and unconstrained continuum extrapolations are compatible and define as
systematic uncertainty

Pσ,reg(E) =
Rcomb

σ (E)−Rreg
σ (E)√

∆2
comb(E) + ∆2

reg(E)
∆a

σ(E) = max
reg={OS,TM}

|Rcomb
σ (E)−Rreg

σ (E)|erf

(
P a
σ,reg(E)
√
2

)
We do the pull

0.5 1.0 1.5 2.0 2.5
E [GeV]

−1

0

1

P
a σ
(E

)

light, σ = 0.44 GeV

OS TM

0.5 1.0 1.5 2.0 2.5
E [GeV]

0.00

0.05

0.10

0.15

0.20

0.25

∆
a σ
(E

)

21 / 28



Final results for σ = 0.63 GeV:
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. 1% precision, enough to compare to
experiments: general good agreement but

. ∼ 3 standard deviation from Rexp
σ (E)

around E = 0.8 GeV

. Our result is above Rexp
σ (E) consistently

with aW
µ and aHVP

µ determinations from
lattice QCD
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Final results for σ = 0.53 GeV:

0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0 2.2 2.4

E [GeV]

1.00

1.25

1.50

1.75

2.00

2.25

2.50

2.75

R
σ
(E

)

σ =0.53 GeV

Rexp(E)

Rexp
σ (E)

Rσ(E)

0.4 0.6 0.8 1.0 1.2

E [GeV]

−1

0

1

2

3

Σ
σ
(E

)

0.4 0.6 0.8 1.0 1.2

E [GeV]

1.00

1.25

1.50

1.75

2.00

2.25

R
σ
(E

)

σ =0.53 GeV

Rexp
σ (E)

Rσ(E)

. Same trend when increasing the resolution
(decrease σ)

. Our errors start increasing: the stability
region moves towards larger statistical errors

. The increase of Rσ(E) around 2.2 GeV
shows sensitivity to charmonium states
(J/Ψ, Ψ ecc.)
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Final results for σ = 0.44 GeV:
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. The presence of low energy structures
(ρ− ω mixing, φ resonance) is slightly
appreciable but

. our total error is now that large that a
comparison with experiments is no longer
significant
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FUTURE DIRECTIONS AND OUTLOOKS



Future directions 1: Isospin Breaking corrections
. Gaussian kernels are not much different from the kernel providing aW

µ → aW
µ (IB) ∼ 0.2% (by BMW)

. However Rσ(E)

Rexp
σ (E)

− 1 ∼ O(5%) at E = 0.5 GeV
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Anyway IB correction may become important around E = 0.8 GeV and for σ << 0.44 GeV

7→ Isospin-breaking effects will be be computed from first principles (à la RM123)
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Future directions 2: Reduce σ

. σ 7→ 0 hardly feasible due to resonances

. Ease the conservative systematic error estimation

. The statistics has a major impact on the statistical error
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We aim at σ ∼ 250 MeV: it may be enough to better localize the source of the discrepancy
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Outlooks: recent CMD-3 results (arXiv:2302.08834) ...

Recent analysis on the dominant e+e− → π+π− channel (∼ 70% of aHVP
µ ) significantly (and inexplicably)

deviate from previous compilations exactly where we see deviation form Rexp
σ (E)

 27 March 2023 g-2 theory initiative seminar

Other experiments
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­10

 < 0.88 GeV ), 10s  ( 0.6 <
­

π+π

µ
a
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Figure 36: The π+π−(γ) contribution to ahad,LOµ from
energy range 0.6 <

√
s < 0.88 GeV obtained from this

and other experiments.

Experiment aπ
+π−,LO
µ , 10−10

before CMD2 368.8± 10.3
CMD2 366.5± 3.4
SND 364.7± 4.9
KLOE 360.6± 2.1
BABAR 370.1± 2.7
BES 361.8± 3.6
CLEO 370.0± 6.2
SND2k 366.7± 3.2
CMD3 379.3± 3.0

Table 4: The π+π−(γ) contribution to ahad,LOµ

from energy range 0.6 <
√
s < 0.88 GeV ob-

tained from this and other experiments.

in Table. 4, where the first line in the table corresponds to the combined result of all
measurements before CMD-2 experiment.

The pion formfactor mesuarements from the different RHO2013 and RHO2018 seasons
of the CMD-3 give the statistically consistent result in the ahad,LOµ integral as:

aππ,LOµ (RHO2013) = (380.06± 0.61± 3.64)× 10−10

aππ,LOµ (RHO2018) = (379.30± 0.33± 2.62)× 10−10

aππ,LOµ (average) = (379.35± 0.30± 2.95)× 10−10 (18)

Two CMD-3 values are in very good agreement in spite of a very different data taking
conditions (as was discussed earlier). The combined CMD-3 result was obtained in very
conservative assumption of 100% correlation between systematic errors of two data sets. The
CMD-3 result is significantly higher compared to other e+e− data, both energy scan and ISR.
Although this evaluation was done in the limited energy range only and the full evaluation
of ahad,LOµ is yet to be done, it is clear that our measurement will reduce tension between
the experimental value of the anomalous magnetic moment of muon and its Standard Model
prediction.

9. Conclusions

The measurement of e+e− → π+π− cross section was performed by the CMD-3 exper-
iment at the VEPP-2000 collider in the energy range

√
s = 0.32 ÷ 1.2 GeV in 209 energy

points. The analysis was based on the biggest ever used collected statistics at ρ resonance
region with 34 × 106 π+π− events at

√
s < 1 GeV. The large statistics allows to study the

possible systematic effects in details. The development of the analysis strategy, cross-checks

42

. Including a new data set compilation requires an accurate and delicate work
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Conclusions

. Hadronic spectral densities, like the R-ratio, need to be smeared in finite volume. The HLT provides a
method with reliable error estimation to the calculation of such quantities

. Our analysis of Rσ(E) for σ = 0.44, 0.53 and 0.63 GeV, although still missing the IB corrections,
confirms the deviation from Rexp

σ (E) for energy below 1.2 GeV

. The study of the smeared R-ratio may shed light on the origin of one of the most puzzling tension in
Standard Model VS Nature

. Increase of the statistics + improved optimal point selection criterion should allow to go down to
σ = 250 MeV with controlled errors

. The origin of this puzzle is still open but lattice results are very solid and in agreement, so

? either we are facing a clear signal of new physics
? .. or the experiments need to be revised (unlikely they are all wrong but after CMD-3 results ... )

Thank you for the attention!
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Backup slides



Final results separated by flavour
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Smearing functions

lim
σ→0

∆×
σ (E,ω) = δ(E − ω)

∫ ∞
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HLT applied to experimental R(E) !
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. Error consistent with the direct smearing of Rexp(E)

. Only diagonal part of covariance matrix



Motivation to the norm eαω

A[g] =

∫ ∞

Eth

dω
{
∆true

σ (ω,E)−∆approx
σ (ω,E)

}2

· eαω

The exact systematic error is

∆syst(E) ≡ ρ[∆true
σ ](E)− ρ[∆approx

σ ](E) =

∫ ∞

Eth

dωρ(ω)
∣∣∣∆true

σ (ω,E)−∆approx
σ (ω,E)

∣∣∣
ρ(ω) in general increases as a power of the energy (Axiomatic QFT).

If
∣∣∆true

σ (ω,E)−∆approx
σ (ω,E)

∣∣ is forced to decrease exponentially fast thanks to eαω with α > 0, then
∆syst(E) does not exhibit wildly oscillation for large E giving more stability to ρσ(E)



Relative error budget
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Relative error budget
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