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• Charged Particles in 𝒕�̅� events
à Constrain color reconnection in MC

• Charged Particles in Υ(nS) events
à Color effect not in MC (?)(!)



Big Picture: Why look at top quarks and CR?
• Good for top quarks
• Color reconnection (CR) modeling is a leading uncertainty 

in top mass measurements

• Good for generators models
• Better constraints on CR (MPI) should help everywhere 

else
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mtop [GeV]
Result 172.63

Statistics 0.20
Method 0.05 ± 0.04
Matrix-element matching 0.35 ± 0.07
Parton shower and hadronisation 0.08 ± 0.05
Initial- and final-state QCD radiation 0.20 ± 0.02
Underlying event 0.06 ± 0.10
Colour reconnection 0.29 ± 0.07
Parton distribution function 0.02 ± 0.00
Single top modelling 0.03 ± 0.01
Background normalisation 0.01 ± 0.02
Jet energy scale 0.38 ± 0.02
b-jet energy scale 0.14 ± 0.02
Jet energy resolution 0.05 ± 0.02
Jet vertex tagging 0.01 ± 0.01
b-tagging 0.04 ± 0.01
Leptons 0.12 ± 0.02
Pile-up 0.06 ± 0.01
Recoil e↵ect 0.37 ± 0.09

Total systematic uncertainty (without recoil) 0.67 ± 0.05
Total systematic uncertainty (with recoil) 0.77 ± 0.06
Total uncertainty (without recoil) 0.70 ± 0.05
Total uncertainty (with recoil) 0.79 ± 0.06
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Figure 1: Schematic of the structure of a pp ! tt event, as modelled by PYTHIA. To
keep the layout relatively clean, a few minor simplifications have been made: 1) shower
branchings and final-state hadrons are slightly less numerous than in real PYTHIA events,
2) recoil effects are not depicted accurately, 3) weak decays of light-flavour hadrons are
not included (thus, e.g. a K0

S meson would be depicted as stable in this figure), and 4)
incoming momenta are depicted as crossed (p! �p). The latter means that the beam
remnants and the pre- and post-branching incoming lines for ISR branchings should be
interpreted with “reversed” momentum, directed outwards towards the periphery of the
figure; this avoids beam remnants and outgoing ISR emissions having to criss-cross the
central part of the diagram.
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ATLAS-CONF-2022-058

arXiv:2203.11601 

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2022-058/


How do we look at top quarks and CR?

4

Selection and observables definition

§ Select " ̅" events in the dileptonic $% channel

§ Measure three observables:
! Charged particle multiplicity (#!ℎ)
! Scalar sum of charged-particles transverse 

momenta (∑$!" %%)
! ∑$!" %% in bins of #!ℎ

§ The observables use tracks outside jets
↪ tracks inside jets does not contribute significantly to the 
discrimination power between CR models

Shayma Wahdan                  Measurement of observables sensitive to colour reconnection effect 5
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• Select 𝑡 ̅𝑡 events using di-leptonic 𝑒𝜇 channel
• Look at inclusive* charged particles as:
• [*Not including the leptons or jet tracks]
• Multiplicity nch
• Scalar sum of charged particle pT, ∑#!" 𝑝$
• ∑#!" 𝑝$ in bins of nch

• Pileup and fake contribution subtracted with MC templates
• Compare data to MC
• Pythia8 hadronizes with Lund strings … several CR models
• Herwig7 hadronizes with clusters … several CR models
• Many parameters!
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How Does Pythia8 Do?
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• Misses features of the data
• CR0, “MPI based״minimize color string lengths - baseline for Pythia& ATLAS 
• CR1,“QCD based”, nominally improved version of CR0 is same~worse
• CR2, “gluon move”, only gluons for reconnection (partially top mass motivated) 

arXiv:2209.07874
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How Does Herwig7 Do?
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• Somewhat better
• Plain & Stat CR: quarks can be rearranged from cluster to cluster
• Baryonic CR: geometric (nearest neighbor) combinations
• No CR model silver bullet

arXiv:2209.07874
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Model to Model
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• Herwig probably best
• Data is ahead of models

Observable =ch
Õ

=ch
?T Global(=ch,

Õ
=ch

?T)
Õ

=ch
?T in bins of =ch

NDF 7 10 17 8
Generator set-up j2

P�����+P����� 8.230 62 106 434 224
CR0 55 113 629 129
CR1 98 60 581 158
CR2 58 179 402 238
P�����+H����� 7.0.4 39 16 145 29
P�����+H����� 7.1.3 53 42 188 41
P�����+H����� 7.2.1 78 25 313 87
P�����+H����� Baryonic CR 75 20 241 29
P�����+H����� Stat CR 23 40 121 39
S����� 2.2.10 77 211 263 124

arXiv:2209.07874



Big Picture: Why look at 𝞤-UE correlations?
• Soft sector observables that were once 

(uniquely) associated with a QGP have 
been measured in pp collisions
• Most prominently “flow” which persists to 

low multiplicity pp & even photo-nuclear 
interactions 

• Strangeness enhancement 
• It’s more difficult to tell this story with 

hard sector observables 
• Here we look at Upsilon meson 

correlations with inclusive charged 
particles to try to bridge the soft-hard 
gap
• Analyze charged particles kinematics to 

focus on Underlying Event (UE) 
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Physics motivation

Strangeness enhancement:
The ratio between (multi-)strange hadron yields and pion 
yields is enhanced in heavy-ion collisions with respect to 
minimum bias pp collisions

Nature Phys 13, 535–539 (2017)
Eur.Phys.J.C 80, 167 (2020)

Ø Is strangeness enhancement in pp collisions 
correlated only with final state particle 
multiplicity, or do initial stage effects play a role?

Ø Is strangeness enhancement in pp collisions 
related to hard processes, such as jets, to         
out-of-jet processes, or to both?

Chiara De Martin - QM2022 1

→ See also Francesca Ercolessi poster (Session 1 T14_1)

https://link.springer.com/article/10.1140/epjc/s10052-017-4988-1


What Do We Know about Upsilon Production 
and collectivity at the LHC?
• From a heavy-ion 

perspective Υ(nS) states 
could  be a 
thermometer for a QGP
• We can measure the 

nuclear modification 
factor in heavy-ion 
collisions to compare 
AA to pp production
• pA could give us some 

sense of the influence 
of “cold nuclear effects”

9
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𝑅!! =
𝑁";!!

𝑇!! ×𝜎$$→"
TAA is the nuclear overlap function
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Multiplicity à

https://arxiv.org/abs/2205.03042
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° production in p–Pb collisions at
p

sNN = 8.16 TeV ALICE Collaboration
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Figure 6: °(1S) RpPb values at psNN = 8.16 TeV compared with the corresponding LHCb results [23], as a
function of ycms. The RpPb values are also compared to model calculations based on several implementations
of nuclear shadowing (EPS09 NLO [8, 14, 48], EPPS16 and nCTEQ15 [9–11, 49–51]) and on parton coherent
energy loss predictions, with or without the inclusion of the EPS09 shadowing contribution [13, 14]. A theoretical
model including a shadowing contribution based on nCTEQ15 nPDFs on top of a suppression induced by comover
interactions [15, 52] is also shown. For the LHCb results, the vertical error bars represent the quadratic sum of the
statistical and systematic uncertainties.
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Figure 7: °(1S) RpPb as a function of pT for Pb–p (left panel) and p–Pb collisions (right panel). The RpPb values
are compared with theoretical calculations based on EPS09 NLO [14, 48], nCTEQ15 and EPPS16 [9–11, 49–51]
shadowing implementations. Details on the theory uncertainty bands are discussed in the text.

sets of nuclear parton distribution functions. The EPS09 next-to-leading order (NLO) parametrisation is
combined with a NLO Colour Evaporation Model (CEM) [48], which describes the ° production. The
corresponding uncertainty bands, shown in Fig. 6 and Fig. 7, are dominated by the uncertainties of the
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𝑅$! =
𝜎$!→"

𝐴×𝜎$$→"

PLB 806 (2020) 135486

11

https://doi.org/10.1016/j.physletb.2020.135486


CMS Measurement of Υ(nS) and pp 
Multiplicity
• CMS results all the way back in 

2014 challenge Υ suppression 
as a nuclear effect by 
showing a decrease in excited 
Υ states compared to the 
ground state vs pp multiplicity 
• More detailed measurements 

in 2020
• Including analysis of event 

geometry via spherocity, which 
suggests effect is connected 
with UE not jets

JHEP 04 (2014) 103

12
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Figure 6. The ratios Υ(2S)/Υ(1S) and Υ(3S)/Υ(1S) are shown as a function of the track multi-
plicity Ntrack: in four categories based on the number of charged particles produced in a ∆R < 0.5
cone around the Υ direction (left), and in different intervals of charged particle transverse sphericity,
ST (right). The outer vertical bars represent the combined statistical and systematic uncertainties
in the ratios, while the horizontal bars give the uncertainty in

〈
Ntrack

〉
in each bin. Inner tick marks

show only the statistical uncertainty, both in the ratio and in
〈
Ntrack

〉
.

for the production of accompanying particles. On the other hand, it is also true that, if we

expect a suppression of the excited states at high multiplicity, it would also appear as a

shift in the mean number of particles for that state (because events at higher multiplicities

would be missing). Furthermore, if we consider only the events with 0 < ST < 0.55, where

none or little dependence on multiplicity is present, the mean number of charged particles

per event is exactly the same for the three Υ states (
〈
Ntrack

〉
= 22.4± 0.1). This suggests

that the different number of associated particles is not directly linked to the difference in

mass between the three states.

5 Summary

The measurement of ratios of the Υ(nS) → µ+µ− yields in proton-proton collisions at√
s = 7TeV, corresponding to an integrated luminosity of 4.8 fb−1, collected with the

CMS detector at the LHC, are reported as a function of the number of charged particles

produced with pseudorapidity |ηtrack| < 2.4 and transverse momentum ptrackT > 0.4GeV. A

significant reduction of the Υ(2S)/Υ(1S) and Υ(3S)/Υ(1S) production ratios is observed

with increasing multiplicity. This result confirms the observation made in proton-proton

and proton-lead collisions at lower centre-of-mass energy [7], with increased precision. The

effect is present in different ranges of pµµT , but decreases with increasing pµµT . For pµµT >

7GeV, different observables are studied in order to obtain a better description of the

phenomenon in connection with the underlying event. No variation in the decrease of the

ratios is found by changing the azimuthal angle separation of the charged particles with

respect to the Υ momentum direction. The same applies when varying the number of

– 13 –

CMS Measurement of Υ(nS) and pp 
Multiplicity
• CMS results all the way back in 

2014 challenge Υ suppression 
as a nuclear effect by 
showing a decrease in excited 
Υ states compared to the 
ground state vs pp multiplicity 
• More detailed measurements 

in 2020
• Including analysis of event 

geometry via spherocity, which 
suggests effect is connected 
with UE not jets

JHEP 11 (2020) 001

J
H
E
P
1
1
(
2
0
2
0
)
0
0
1

in the four different categories, after this correction, are shown in figure 6 (left). The

dependence on the charged particle multiplicity is similar in all the categories and also

shows a flattening in the N∆R
track > 2 category, which is opposite to what would be expected

in the comover picture.

4.5 Transverse sphericity dependence

The transverse sphericity is a momentum-space variable, useful in distinguishing the dom-

inant physics process in the interaction. It is defined as:

ST ≡ 2λ2
λ1 + λ2

,

where λ1 > λ2 are the eigenvalues of the matrix constructed from the transverse momenta

components of the charged particles (labelled with the index i), linearised by the additional

term 1/pTi (following ref. [49]):

ST
xy =

1∑
i pTi

∑

i

1

pTi

(
p2xi pxipyi

pxipyi p2yi

)
.

By construction, an isotropic event has sphericity close to 1 (”high” sphericity), while

“jet-like” events have ST close to zero. For very low multiplicity, ST tends to take low

values, so its definition is inherently multiplicity dependent. The cross section ratio between

the Υ(nS) states is evaluated as a function of multiplicity in four transverse sphericity

intervals, 0–0.55, 0.55–0.70, 0.70–0.85, and 0.85–1.00. The resulting trends are shown in

figure 6 (right). In the low-sphericity region, the ratios remain nearly independent of

multiplicity, while the three bins with ST > 0.55 show a similar decrease as a function

of multiplicity. This observation suggests that the decrease in the ratios is an UE effect.

When the high multiplicity is due to the presence of jets or other localised objects and ST

is small, the decrease is absent. It can also help to explain why the multiplicity dependence

is almost flat at higher pµµT , as shown in figure 4. This is because low-sphericity events

have a higher pµµT on average.

4.6 Discussion

The impact of additional UE particles on the trend of the Υ cross section ratios to decrease

with multiplicity in pp and pPb collisions was pointed out in ref. [7]. In particular, it

was noted that the events containing the ground state had about two more tracks on

average than the ones containing the excited states. It was concluded that the feed-down

contributions cannot solely account for this feature. This is also seen in the present analysis,

where the Υ(1S) meson is accompanied by about one more track on average (
〈
Ntrack

〉
=

33.9 ± 0.1) than the Υ(2S) (
〈
Ntrack

〉
= 33.0 ± 0.1), and about two more than the Υ(3S)

(
〈
Ntrack

〉
= 32.0 ± 0.1). However, as seen in figure 6 (left), no significant change is seen

when keeping only events with no tracks within a cone along the Υ(nS) direction.

One could argue that, given the same energy of a parton collision, the lower mass of

the upsilon ground state compared to the excited states would leave more energy available

– 12 –

𝑆! = 0à jet-like
𝑆! = 1 à not jet-like
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ATLAS Measurement of Υ(nS) and UE
• Measure the total 

multiplicity in the event 
(and particle kinematics) 
for each Upsilon state
• Precise control of 

background and pile-up
• Use differential particle 

kinematics to reach for 
the UE
• Compare excited to 

ground states 

15

ATLAS-CONF-2022-023

• “Inversion” of CMS 
approach, study 
same physics with 
emphasis on the 
UE itself

https://cds.cern.ch/record/2806464
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• Shift in UE 
multiplicity across 
different excitation 
states  can be 
understood as 
suppression of 
excited states at 
higher multiplicity
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Is there Υ(nS) Suppression in pp Collisions?

• As event multiplicity (should be UE) grows larger, excited Υ states are, 
compared to the ground state, relatively less likely to be found 
• Do the CMS and ATLAS results show some “QGP-like” quarkonium 

“melting”?
• Is it even suppression? (yes) Maybe ground state enhancement? (no) 
àIn any case seems to be a hard – UE correlated phenomenon 
beyond CR/MPI tunings
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Summary

• Measuring CR sensitive observables in top quark events, gives us a 
detailed handle on CR/MPI
• Strong evidence from Upsilon mesons that there is some non-trivial 

interaction between the “UE” and a hard scattering
• ATLAS & CMS have independent approaches that both point to UE driven 

modification of relative abundance of ground state vs excited state Upsilon 
mesons
• Modification appearst to be a suppression of excited states
• Seems we don’t understand Upsilon meson production in pp
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A Previous Hard-Soft Study: Two-particle 
correlations in Z Boson Tagged pp Collisions
• In a previous study we asked: Does 

the presence of a hard scattering in 
the collision change “something-like-
geometry” and consequently the 
observed “flow”?
• To answer we studied v2 via 2-

particle correlations in pp collisions 
‘tagged’ by a Z boson 
• The answer to above question is not 

really
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A Previous Hard-Soft Study: Two-particle 
correlations in Z Boson Tagged pp Collisions
• Developed techniques for HI-style 

analysis in high-luminosity pp collisions
• We learned how to look at all tracks in the 

event even with high pile-up conditions
• Starting thinking about where else this could 

be used … Upsilon mesons!
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3.5 Random selection procedure329

Random selection procedure used to construct Mixed (sub)event is schematically explained in Fig. 17.330

All events in sample are divided into classes according to their dnint/dz. Events that do not belong to

events 

Direct event 

à to buffer 

à to buffer 

à reject 

vertex veto cut 

track acceptance cut 

Figure 17: Schematic explanation of the random selection procedure. See text for details

331

the same dnint/dz class as the direct event are shown in figure with grey color and are not considered.332

For each i-th event in the sample with the PV at zi
vtx another event (or events) with index j are selected333

that belong to the same dnint/dz class. The PV coordinate z j
vtx in those events is required to satisfy334

condition |z j
vtx � zi

vtx| > 15 mm. This condition is shown with red band. Tracks belong to Mixed event335

if |(z j
0 � zi

vtx)sin(✓)| < 0.75 mm, shown with the blue band. No other selection is applied on the tracks.336

For example, an information about what vertices those tracks belong in the event is ignored. The mixing337

procedure is done on the run-by-run basis, i.e. a mixed event j corresponding to a direct event i is338

constructed from events within the same run. Use of dnint/dz and reduced zvtx or absolute (nint, zvtx)339

makes no di↵erence, however they are important when di↵erent runs are combined. Table 2 summarizes340

conditions used to build Mixed events.

Condition Value
Run from the same run as Direct
nint the same integer value as in Direct (before reduction)
zvtx identical to Direct
|�zvtx| > 15 mm between zvtx in both events
|w|  0.75 mm from the zvtx of the PV in Direct

Table 2: Conditions applied to construct Mixed events
341

Distributions of ntrk in di↵erent event categories is shown in Fig. 18 together with the mean values of342

those distributions. Black markers show the total number of tracks in event. Red marker show number343

tracks in Direct event and blue markers are tracks in Mixed events. Magenta markers are distribution of344

ntrk in non-PV vertices, Pileup events.345
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What Do We Know about Upsilon Production 
at the LHC?
• Production cross-section 

seems well measured in 
pp collisions
• Some questions remain 

regarding polarization, 
importance of 𝟀b feed-
down etc

13
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FIG. 10: Differential cross sections multiplied by the di-muon
branching fraction, for Υ (1S), Υ (2S) and Υ (3S) production
extrapolated to the full phase space for the (top) |yΥ | < 1.2,
(bottom) 1.2 ≤ |yΥ | < 2.25 rapidity intervals. Points with
error bars indicate the results of the measurements with total
statistical and systematic errors. Results are shown assuming
an isotropic spin-alignment scenario.

ular if there is a non-trivial azimuthal component to the
spin-alignment. New results [4, 12] of Υ spin-alignment
from CDF and CMS suggest that the spin-alignment is
consistent with unpolarized production. Our central as-
sumption of isotropic Υ decays is consistent with these
results. Nevertheless, as these spin-alignment measure-
ments are made at different center-of-mass energies or
in a restricted phase space in both pΥT and rapidity with
respect to measurements presented here, we provide the
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FIG. 11: Differential cross sections multiplied by the di-muon
branching fraction, for Υ (1S), Υ (2S) and Υ (3S) production
extrapolated to the full phase space, pT-integrated as a func-
tion of absolute Υ rapidity. Points with error bars indicate
the results of the measurements with total statistical and sys-
tematic errors. Results are shown assuming an isotropic spin-
alignment scenario.

TABLE III: Corrected cross-section measurements in the
isotropic spin-alignment scenario. Uncertainties quoted rep-
resent statistical, systematic, and luminosity terms, respec-
tively.

Integrated corrected cross sections
State σ(pp → Υ )× Br(Υ → µ+µ−)

Range: pΥT < 70GeV, |yΥ | < 2.25

Υ (1S) 8.01 ± 0.02± 0.36 ± 0.31 nb
Υ (2S) 2.05 ± 0.01± 0.12 ± 0.08 nb
Υ (3S) 0.92 ± 0.01± 0.07 ± 0.04 nb

results under a variety of polarization scenarios so that
the impact of spin-alignment on the corrected cross sec-
tions can be quantified across the full range of study.

The contributions of the five polarization scenarios can
be seen in the lower panes of each plot where the ratio of
the differential cross section under these spin-alignment
assumptions to the unpolarized scenario is shown. Across
the whole pT range studied the envelope is bounded from
above by the T++ (λθ = +1,λφ = +1,λθφ = 0) scenario
with a maximal φ∗ variation. From below, the cross-
section envelope is bounded by fully longitudinal spin-
alignment at very low pT, with the T+− (λθ = +1,λφ =
−1,λθφ = 0) scenario resulting in the largest downward
variation at pT ! 4GeV. In this measurement we extend

Phys.Rev.D 87 (2013) 5, 052004
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𝜒& feed-downs into Υ 𝑛𝑆 are 
similar for different species.

Calculations and the data show 
clear differences

Discrepancies are larger for higher 
Υ 𝑛𝑆 and lower pT

It looks like the ratios would rather 
follow 𝑚' − scaling cures rather 
than the data

Υ 1𝑆 curve overshoots the data

PRD94, 014028 (2016) 

pQCD Calculations of Cross-Sections

30



Technical Fit Things
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high-mass background intervals. This is given by Eq. (5).
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There are matrix elements that are explicitly set to zero, reflecting the fact that the contribution of some
physics processes to certain mass intervals are minimal and neglected. This matrix can be inverted to
determine %(P(=S)) from %(<``

= ) measured in the data.

Examples of the background-dominated distributions for =ch in mass intervals <``
0 and <

``
4 that are shown

with triangles in the right panel of Figure 1 are seen to be close to each other, in spite of the fact that %(<``
0 )

has a small admixture 501 of the contribution %(P(1S)). This supports using the side-band subtraction
method to reliably determine the shape of the background =ch distributions at any <

``. Transformation by
the matrix given by Eq 5 can be seen as the transition between the curves with open and closed markers of
the same shape. These are shown for <``

1 and <
``
3 intervals as having the largest and the smallest signal

contributions, respectively. =ch distributions for the three P(=S) states are shown with full markers. These
distributions have visibly di�erent mean values. All =ch distributions have contributions coming from the
PU that is shown only forP(3S) with hatched markers because all PU contributions have the same shape.

The accuracy of the procedure is checked using pseudo-experiments. High-statistics MC samples are
produced for all signal =ch distributions and for the background. Shapes of the simulated distributions in
the pseudo-experiment are matched to be close to the data. Those distributions are then used to produce
distributions %(<``

= ) that are then used as an input to the procedure described above. This is done for all
?
``
T measured in the analysis. At most, 1% deviations are observed for the three P(=S) states from the

simulated signal distributions. The di�erence between reconstructed and actual values is included in the
systematic uncertainties.

Fits and the background removal procedure are performed in each ?
``
T interval and for each trigger. The

PU contribution varies with ?
``
T due to the changing mixture of triggers, but is otherwise constant in <

``.
Kinematic distributions for P(=S) and for the PU contribution measured with di�erent triggers in each
?
``
T interval are summed up and subtracted from each other. For measuring h=chi distributions, they are

first averaged and then subtracted.

There are three primary sources of systematic uncertainties that a�ect the charged particle multiplicity
and kinematic distributions measured in the analysis. The first includes factors related to the performance
of the ID tracking system - material uncertainties and the physics model used in simulation [36]. The
second source of systematic uncertainties, which is the dominant contribution in the total uncertainty
at low ?

``
T , includes factors coming from the uncertainties and assumptions made in the P(=S) signal

extraction. They are evaluated by varying the parameters of the fitting function, by changing the limits of
invariant mass intervals shown in the left panel of Figure 1, where the charged distributions are extracted,
and by performing the analysis in |H`` | < 1.05 where the detector momentum resolution for the muons is
higher. In addition, the signal extraction procedure is tested using MC-based pseudo-experiments, which
have distributions closely matched to the data. The last source of systematic uncertainties includes PU
subtraction, detector stability and misreconstructed track production. Since the PU conditions varied
significantly over the time of the data taking, these are considered together and assigned a common
uncertainty. This uncertainty is studied by examining collisions with di�erent PU conditions and evaluating

8

The factors which determine whether the ATLAS detector reconstructs the P meson are the fiducial
acceptance, muon reconstruction e�ciency, and di-muon trigger e�ciency. The muon reconstruction
e�ciencies and di-muon trigger e�ciencies are obtained using simulated events. The muon reconstruction
e�ciency is defined as the product of the probability of a muon reconstructed as an ID track to also be
reconstructed in the MS and the probability that a muon is reconstructed as an ID track [33]. The latter
cannot be measured directly and is replaced by the conditional probability that a muon reconstructed by
the MS is also reconstructed by the ID independently. To cover possible di�erences between data and
simulation, the e�ciency values calculated in simulation are corrected by scale factors which are the ratios
of measured and simulated e�ciencies obtained using the tag-and-probe method [30, 33].

The trigger ine�ciency for a di-muon pair factorizes as the product of the two single muon trigger
e�ciencies, a term which depends on the distance between two muons, and a term that accounts for the
loss due to online cuts applied to a pair, such as on the invariant mass, vertex fit quality, etc. [31]. The
e�ciencies are obtained from MC simulation and are corrected by the corresponding scale factors.

The fiducial acceptance for P ! `` decays is defined as the probability that the decay products fall within
the fiducial volume, characterized by ?

`
T and [

` thresholds, for a given transverse momentum and rapidity
of an P(=S) state. The fiducial acceptance correction is evaluated from a fast MC simulation of P(=S)
decays and applied as a weight to a dimuon pair with the corresponding reconstructed values of ?``

T and
H
`` in 0.1 GeV-wide slices of <``. Triggers are corrected to a fiducial acceptance corresponding to the

nominal values of the trigger thresholds.

Only primary charged particles, with ?T between 0.5 and 10 GeV, and |[ | < 2.5, are considered in the
analysis. These are defined as particles with average lifetime g > 0.3 ⇥ 10�10s and produced directly in the
interaction or those from decays of particles with a shorter lifetime. Charged particles are identified as
tracks reconstructed in the ID. Tracks are required to pass a set of quality requirements in the ID according
to the track reconstruction model [34], and to have ?T and [ in the same range defined as the charged
particle acceptance. Muon tracks coming from P decays are used only to reconstruct the P state and
not counted as charged particles. Correction weights applied to the tracks account for two factors, the
probability of the track to be lost and the probability of the track to be produced by a non-primary particle.
The weights are derived from simulated events, and their dependence on track ?T, [, and the di-muon
vertex position is taken into account. The vertex position is considered because PU conditions are sensitive
to it. Only tracks which fall within 0.5 mm from the averaged vertex position in the transverse direction
and within 0.75 mm from the position of the vertex associated with muons in longitudinal directions are
considered. The latter conditions significantly reduce the number of PU tracks selected for the analysis, but
do not eliminate them completely. Following the analysis detailed in Ref. [16], an additional event sample
is created which contains events identical to the PU component present in the data. These events are used
to correct PU contributions to the analysis.

An example of the invariant mass distribution of the muon pair is shown in the left panel of Figure 1. It
is fitted to a function that contains contributions for signal and background; the latter is predominantly
composed of di-jets and Drell-Yan.
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two additional variables commonly denoted ? and U, are responsible for the degree of the power-law tail
and the point at which the function flips from the Gaussian to a power law. Term # and its components ⇠
and ⇡ are responsible for the normalization of the ⇠⌫ function.

Signal functions are first fit to the MC simulations of three P(=S) states and the parameters of the fits are
studied as a function of ?``

T . Fits with constraints determined from the MC simulations are then applied to
the data. Parameters that cannot be precisely extracted from the data, namely ?, U, and l, are fixed to the
values obtained from simulations. For other parameters, the ?

``
T dependencies found in the simulated

events are replaced with ?
``
T dependencies found in the data. Overall good agreement for fit parameters

is found between the data and MC simulation. Finally, in the fits that are further used in the analysis
only mass positions of the P(=S) peaks, their yields #P (=S) , and #bkg are left as free parameters. All
others are parametrized as smooth functions of ?``

T and are fixed in the fits to the invariant mass. Peak
positions are left free because they are fully consistent with weak dependencies observed in the MC without
being constrained. This procedure significantly reduced statistical uncertainties in the fits and correlations
between the fit parameters that are left free.

An example of the fit is shown in the left panel of Figure 1 which presents the breakdown of di�erent
contributions, determined from the fit to the data.

The charged particle multiplicity and kinematic distributions, generally denoted as %, are measured in
the data in 5 di-muon invariant mass intervals [8.2, 9.0], [9.1, 9.7], [9.8, 10.1], [10.2, 10.6], [11.0, 11.5]
given in units of GeV and denoted in the left panel of Figure 1 as <``

= , where = = 0 – 4. Distributions in
the lower and upper intervals %(<``

0 ) and %(<``
4 ) are dominated by background and the three middle

intervals have significant contributions coming from one of the P(=S) states. Several examples of %(<``
= )

measured for =ch are shown in the right panel of Figure 1 with open markers.

Fits shown in the left panel allow determining signal and background contributions in the intervals = = 0 –
4 to disentangle distributions associated with di�erent P(=S) states. Charged particle distributions coming
from collisions withP(=S) in the mass intervals <``

: with = = : are denoted as B= and contributions in the
intervals = < : as 5=: , they are calculated according to Eq. (3).
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To assess the background contribution underneath the P(=S) peaks, the side-band subtraction method [35]
is used. The contribution of the background in the =-th mass interval is taken as a weighted sum
:=%0 + (1 � :=)%4 of the background distributions in mass intervals <

``
0 and <

``
4 . Coe�cient := is

calculated according to Eq. 4.

:= =
h�bkg (<)i |<``

4
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4
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0

(4)

Thus %(<``
= ) distributions measured in 5 mass intervals can be presented in the form of a matrix that links

them to the contributions coming from P(=S) collisions as well as from the background in the low- and
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residual discrepancies between the expectation based on the PU track estimator [37] and the mean number
of measured tracks. Since the sources of all uncertainties are independent, the resulting uncertainty is
obtained by adding their values in quadrature. The resulting total systematic uncertainty depends on the
state of the P(=S) and ?

``
T . Uncertainties are propagated on all measured variables and are presented for

h=chi in Table 1.

?
``
T  4 GeV 4 < ?

``
T  12 GeV 12 < ?

``
T  30 GeV ?

``
T > 30 GeV

P(1S) 0.5 – 0.6 0.5 – 0.7 0.7 – 0.8 0.8 – 0.9
P(2S) 0.6 – 0.6 0.5 – 0.7 0.7 – 0.8 0.8 – 1.0
P(3S) 0.9 – 1.3 0.5 – 0.8 0.7 – 0.8 0.8 – 0.9
P(1S) �P(2S) 0.11 – 0.15 0.06 – 0.10 0.12 – 0.21 0.2 – 0.5
P(1S) �P(3S) 0.6 – 0.9 0.14 – 0.36 0.14 – 0.15 0.16 – 0.19

Table 1: Systematic uncertainties for measurements of h=chi and their di�erences for di�erent P(=S) states and for
the di�erence between h=chi measured for P(1S) �P(=S). The values are the number of charged particles with
0.5  ?T < 10 GeV and |[ | < 2.5.

4 Results

Figure 2 shows kinematic distributions of charged particles measured in collisions with P(=S) states. The
left panel shows the ?T distributions and the right panel distributions of the azimuthal angle between the
directions of the particles and the P-meson (�q). Cross-shaped markers show distributions measured in
collisions with P(1S) meson, whereas other markers show the subtracted distributions, i.e., the di�erences
between the results measured in collisions with P(1S) and higher P(=S) states, P(1S) �P(2S) with open
markers andP(1S) �P(3S) with full markers. The distributions are shown for several intervals of ?``

T .

Predictions from P����� 8 MC simulations of the same quantities are also shown as lines. Simulated
results for the subtracted distributions are first scaled to have the integral as in the data with the sameP(=S)
state and then subtracted from each other. Solid lines are P����� 8 predictions that include feed-down
decays [38], which are decays of a higher mass particle to a lower-mass particle, between di�erent P(=S)
states, and dashed lines are the same predictions but excluding these feed-down events.

The charged particle ?T distributions in P(1S) collisions get significantly harder with increasing P

momentum. Also the �q distributions develop a "near-side” peak around �q = 0, and an "away-side” peak
around �q = c. These features which reflect the presence of a jet are qualitatively expected and the P�����
8 prediction generally reproduces them well. However, the simulations have less activity than data at lower
P(1S) ?``

T , and underestimate the near-side region of the �q distribution. A similar mismatch between
data and Pythia8 was reported in Ref. [39]. The transverse momentum distributions of charged particles
are softer than in the data, which may be related to the deficit of particles in the near-side region.

In all measured ?
``
T intervals, the subtracted distributions are above zero. Up to the highest measured

?
``
T interval, the subtracted ?T distributions are more consistent in shape with distributions measured in

the lowest ?``
T interval of P(1S), rather than to the distributions in their ?``

T interval. Above 30 GeV the
P(1S) �P(3S) subtracted ?T-distribution gets harder, and peaks appear around �q = 0 and �q = c. The
P����� 8 predictions, if feed-down decays from excited P states to lower-level P states are included, show
similar features to the data.
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Co-mover Interaction Model (CIM)
EPJC 81, 669 (2021) 

• Within CIM, quarkonia are broken by collisions with 
comovers – i.e. final state particles with similar 
rapidities.

• CIM is typically used to explain p+A and A+A systems, 
matches CMS Upsilon pp data.

• With the new data, CIM can be tested on pp to 
reproduce Υ 𝑛𝑆 − Υ 1𝑆 differences

• in cross section
• in nch
• in hadron kinematic distributions: pT, Δ𝜑 Δ𝜂
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Quarkonia Ratios Expected From mT Scaling
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• Transverse mass scaling lets one define an 
expectation for the excited states relative to the 
ground states

• Works well ~universally for light mesons at LHC 
energies

• Looking at Upsilon meson cross-sections shows 
missing excited states at low pT

for Υ 2𝑆 factor of 1.6 are missing 
for Υ 3𝑆 factor of 2.4! 
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A Strange Digression
• Enhancement of strange 

hadrons is one of the 
signature pp collectivity results
• Recent ALICE analyses seek to 

understand its nature …

07/04/2022

Physics motivation

Strangeness enhancement:
The ratio between (multi-)strange hadron yields and pion 
yields is enhanced in heavy-ion collisions with respect to 
minimum bias pp collisions

Nature Phys 13, 535–539 (2017)
Eur.Phys.J.C 80, 167 (2020)

Ø Is strangeness enhancement in pp collisions 
correlated only with final state particle 
multiplicity, or do initial stage effects play a role?

Ø Is strangeness enhancement in pp collisions 
related to hard processes, such as jets, to         
out-of-jet processes, or to both?

Chiara De Martin - QM2022 1

→ See also Francesca Ercolessi poster (Session 1 T14_1)
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A Strange Digression
• Enhanced strange hadrons are transverse to leading particle in event
• Strangeness enhancement is occurring outside of jets, perhaps 

implying that it’s a UE effect …

07/04/2022

Near-side jet, out-of-jet and full
yields of strange hadrons vs multiplicity

• Both the full yield and the out-of-jet yield increase with the multiplicity
• Very mild to no evolution with multiplicity of the near-side-jet yield
• The yields show no dependence on the centre-of-mass energy

→ The contribution of out-of-jet production relative to near-side jet production increases with multiplicity
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NEW!
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JHEP 04 (2014) 103

Introducing midrapidity-forward gap flattens the dependence as mentioned in: 
https://indico.cern.ch/event/634426/contributions/3003672/

But it may be due to loss of resolution…

Does the rapidity matter?
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Does the rapidity matter?

ALICE result on forward Υ 2𝑆 /Υ 1𝑆 vs tracks at midrapidity 

Data doesn’t warrant any gap dependence

A direct answer should come from Δ𝜂 – analysis
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