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6 The NANOGrav Collaboration

Figure 1. Posteriors for a common-spectrum process in NG12, as recovered with four models: free-spectrum (gray violin plots
in left panel), broken power law (solid blue lines and contours), 5-frequency power law (dashed orange lines and contours), and
30-frequency power law (dot-dashed green lines and contours). In the left panel, the violin plots show marginalized posteriors
of the equivalent amplitude of the sine-cosine Fourier pair (i.e.,

p
S(f)/T , with units of seconds) at the frequencies on the

horizontal axis; the lines show the mean reconstructed power laws in the left panel, and the 1� (thicker) and 2� posterior
contours for the amplitude and spectral slope in the right panel. In the left panel, the shaded regions trace ±1� ranges for the
common-spectrum process power as a function of frequency, as implied by the Bayesian posteriors for the power-law parameters.
The dotted vertical line in the left panel sits at fyr = 1yr�1, where PTA sensitivity is reduced by the fitting of timing-model
parameters; the corresponding free-spectrum amplitude posterior is unconstrained. The dashed vertical line in the right panel
sits at � = 13/3, the expected value for a GWB produced by a population of inspiraling SMBHBs. For both the broken power
law and 5-frequency power law models, the amplitude (ACP) posterior shown on the right is extrapolated from the lowest
frequencies to the reference frequency fyr. We observe that the slope and amplitude of the 30-frequency power law are driven
by higher-frequency noise, whereas the 5-frequency power law recovers the low-frequency GWB-like slope of the free spectrum
and broken power law.

⇣ab represents the angle between pulsars a and b. While
errors in the timescale (the “clock”) have a monopolar
ORF, �ab = 1. Pulsar-intrinsic red noise is also modeled
as a power-law, however, in that case there is no ORF.
The AGWB in Eq. (2) is replaced with an Ared, and �
with �red. There is a separate (Ared, �red) pair for each
pulsar in the array.

As in NG9gwb and NG11gwb, we implemented sta-
tionary Gaussian processes with a power-law spectrum
in rank-reduced fashion, by approximating them as a
sum over a sine–cosine Fourier basis with frequencies
k/T and prior (weight) covariance Sab(k/T )/T , where
T is the span between the minimum and maximum
TOA in the array (van Haasteren & Vallisneri 2014).
We use the same basis vectors to model all red noise
in the array, both pulsar-intrinsic noise and global sig-
nals, like the GWB. Using a common set of vectors helps
the sampling, and reduces the likelihood computation
time. In previous work, the number of basis vectors
was chosen to be large enough (with k = 1, . . . , 30)
that inference results (specifically the Bayesian upper
limit) for a common-spectrum signal became insensitive
to adding more components. However, doing so has the
disadvantage of potentially coupling white noise to the

highest-frequency components of the red-noise process,
thus biasing the recovery of the putative GWB, which
is strongest in the lowest-frequency bins.

For this paper, we revisit the issue and set the num-
ber of frequency components used to model common-
spectrum signals to five, on the basis of theoretical argu-
ments backed by a preliminary analysis of the data set.
We begin with the former. By computing a strain spec-
trum sensitivity curve for the 12.5-year data set using
the hasasia tool (Hazboun et al. 2019) and obtaining
the signal-to-noise ratio (S/N) of a � = 13/3 power-law
GWB, we observed that the five lowest frequency bins
contribute 99.98% of the S/N, with the majority coming
from the first bin. We also injected a � = 13/3 power-
law GWB into the 11-year data set NG11, and measured
the response of each frequency using a 30-frequency free
spectrum model, in which we allowed the variance of
each sine–cosine pair in the red-noise Fourier basis to
vary independently. We observed that the lowest few
frequencies are the first to respond as we raised the
GWB amplitude from undetectable to detectable lev-
els (see Figure 13). The details of this injection analysis
are described in Appendix A.
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Figure 1. Posteriors for a common-spectrum process in NG12, as recovered with four models: free-spectrum (gray violin plots
in left panel), broken power law (solid blue lines and contours), 5-frequency power law (dashed orange lines and contours), and
30-frequency power law (dot-dashed green lines and contours). In the left panel, the violin plots show marginalized posteriors
of the equivalent amplitude of the sine-cosine Fourier pair (i.e.,

p
S(f)/T , with units of seconds) at the frequencies on the

horizontal axis; the lines show the mean reconstructed power laws in the left panel, and the 1� (thicker) and 2� posterior
contours for the amplitude and spectral slope in the right panel. In the left panel, the shaded regions trace ±1� ranges for the
common-spectrum process power as a function of frequency, as implied by the Bayesian posteriors for the power-law parameters.
The dotted vertical line in the left panel sits at fyr = 1yr�1, where PTA sensitivity is reduced by the fitting of timing-model
parameters; the corresponding free-spectrum amplitude posterior is unconstrained. The dashed vertical line in the right panel
sits at � = 13/3, the expected value for a GWB produced by a population of inspiraling SMBHBs. For both the broken power
law and 5-frequency power law models, the amplitude (ACP) posterior shown on the right is extrapolated from the lowest
frequencies to the reference frequency fyr. We observe that the slope and amplitude of the 30-frequency power law are driven
by higher-frequency noise, whereas the 5-frequency power law recovers the low-frequency GWB-like slope of the free spectrum
and broken power law.

⇣ab represents the angle between pulsars a and b. While
errors in the timescale (the “clock”) have a monopolar
ORF, �ab = 1. Pulsar-intrinsic red noise is also modeled
as a power-law, however, in that case there is no ORF.
The AGWB in Eq. (2) is replaced with an Ared, and �
with �red. There is a separate (Ared, �red) pair for each
pulsar in the array.

As in NG9gwb and NG11gwb, we implemented sta-
tionary Gaussian processes with a power-law spectrum
in rank-reduced fashion, by approximating them as a
sum over a sine–cosine Fourier basis with frequencies
k/T and prior (weight) covariance Sab(k/T )/T , where
T is the span between the minimum and maximum
TOA in the array (van Haasteren & Vallisneri 2014).
We use the same basis vectors to model all red noise
in the array, both pulsar-intrinsic noise and global sig-
nals, like the GWB. Using a common set of vectors helps
the sampling, and reduces the likelihood computation
time. In previous work, the number of basis vectors
was chosen to be large enough (with k = 1, . . . , 30)
that inference results (specifically the Bayesian upper
limit) for a common-spectrum signal became insensitive
to adding more components. However, doing so has the
disadvantage of potentially coupling white noise to the

highest-frequency components of the red-noise process,
thus biasing the recovery of the putative GWB, which
is strongest in the lowest-frequency bins.

For this paper, we revisit the issue and set the num-
ber of frequency components used to model common-
spectrum signals to five, on the basis of theoretical argu-
ments backed by a preliminary analysis of the data set.
We begin with the former. By computing a strain spec-
trum sensitivity curve for the 12.5-year data set using
the hasasia tool (Hazboun et al. 2019) and obtaining
the signal-to-noise ratio (S/N) of a � = 13/3 power-law
GWB, we observed that the five lowest frequency bins
contribute 99.98% of the S/N, with the majority coming
from the first bin. We also injected a � = 13/3 power-
law GWB into the 11-year data set NG11, and measured
the response of each frequency using a 30-frequency free
spectrum model, in which we allowed the variance of
each sine–cosine pair in the red-noise Fourier basis to
vary independently. We observed that the lowest few
frequencies are the first to respond as we raised the
GWB amplitude from undetectable to detectable lev-
els (see Figure 13). The details of this injection analysis
are described in Appendix A.

Evidence for a common-spectrum process 5
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Figure 1. Left: Measurements of common power-law red-noise parameters and the demonstration of their robustness to
assumptions about pulsar-intrinsic noise and the number of fluctuation frequencies nc. The dashed vertical line indicates
� = 13/3. The solid lines represent the measurement based on nc = 30. Dashed and dotted lines represent nc = 20 and nc = 5.
The dash-dotted lines correspond to the measurement from Arzoumanian et al. (2020). Contours and shaded regions are 1-�
and 2-� credible levels. Grey lines and regions are based on the assumption of achromatic timing noise in every pulsar, whereas
blue ones are based on the assumption of timing noise only in pulsars where it was reported in Goncharov et al. (2020b). Right:
Common red-noise parameter estimation with the free-spectral model. Lines represent the full PPTA data, whereas filled regions
represent PPTA DR2 without PSR J0437�4715. The black line is the inferred spectrum assuming a power-law model with
� = 13/3. Vertical dotted lines represent inverse orbital periods of solar system planets.

Figure 2. Pulsar contributions to the common red noise, assuming a fixed power-law index of �13/3 (CP2). Left: posterior
distributions for the common red-noise amplitude, A. The hatched blue area is the result of a joint analysis of all pulsars with
fixed white-noise parameters. The thick blue line shows the distribution obtained from a factorized likelihood approach. Thin
grey lines show contributions from individual pulsars to the factorized posterior. The yellow vertical line and the shaded region
represent the median and 1-� levels of the NANOGrav measurement. Right: Dropout factors for PPTA DR2 pulsars. We
interpret the dropout factors to represent the consistency of noise in a given pulsar with CP2, as discussed in Section 4.3.

measure variations), it is also unlikely that the noise is
associated with the interstellar medium.

However, we are attempting to detect a common noise
process from a single realization of the process in each

pulsar. The noise process is strongest at lowest fluctua-
tion frequency, so the process is being characterised on
a same time scale comparable to the typical data span.
This greatly complicates tests of the noise modelling.
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Figure 1. Posteriors for a common-spectrum process in NG12, as recovered with four models: free-spectrum (gray violin plots
in left panel), broken power law (solid blue lines and contours), 5-frequency power law (dashed orange lines and contours), and
30-frequency power law (dot-dashed green lines and contours). In the left panel, the violin plots show marginalized posteriors
of the equivalent amplitude of the sine-cosine Fourier pair (i.e.,

p
S(f)/T , with units of seconds) at the frequencies on the

horizontal axis; the lines show the mean reconstructed power laws in the left panel, and the 1� (thicker) and 2� posterior
contours for the amplitude and spectral slope in the right panel. In the left panel, the shaded regions trace ±1� ranges for the
common-spectrum process power as a function of frequency, as implied by the Bayesian posteriors for the power-law parameters.
The dotted vertical line in the left panel sits at fyr = 1yr�1, where PTA sensitivity is reduced by the fitting of timing-model
parameters; the corresponding free-spectrum amplitude posterior is unconstrained. The dashed vertical line in the right panel
sits at � = 13/3, the expected value for a GWB produced by a population of inspiraling SMBHBs. For both the broken power
law and 5-frequency power law models, the amplitude (ACP) posterior shown on the right is extrapolated from the lowest
frequencies to the reference frequency fyr. We observe that the slope and amplitude of the 30-frequency power law are driven
by higher-frequency noise, whereas the 5-frequency power law recovers the low-frequency GWB-like slope of the free spectrum
and broken power law.

⇣ab represents the angle between pulsars a and b. While
errors in the timescale (the “clock”) have a monopolar
ORF, �ab = 1. Pulsar-intrinsic red noise is also modeled
as a power-law, however, in that case there is no ORF.
The AGWB in Eq. (2) is replaced with an Ared, and �
with �red. There is a separate (Ared, �red) pair for each
pulsar in the array.

As in NG9gwb and NG11gwb, we implemented sta-
tionary Gaussian processes with a power-law spectrum
in rank-reduced fashion, by approximating them as a
sum over a sine–cosine Fourier basis with frequencies
k/T and prior (weight) covariance Sab(k/T )/T , where
T is the span between the minimum and maximum
TOA in the array (van Haasteren & Vallisneri 2014).
We use the same basis vectors to model all red noise
in the array, both pulsar-intrinsic noise and global sig-
nals, like the GWB. Using a common set of vectors helps
the sampling, and reduces the likelihood computation
time. In previous work, the number of basis vectors
was chosen to be large enough (with k = 1, . . . , 30)
that inference results (specifically the Bayesian upper
limit) for a common-spectrum signal became insensitive
to adding more components. However, doing so has the
disadvantage of potentially coupling white noise to the

highest-frequency components of the red-noise process,
thus biasing the recovery of the putative GWB, which
is strongest in the lowest-frequency bins.

For this paper, we revisit the issue and set the num-
ber of frequency components used to model common-
spectrum signals to five, on the basis of theoretical argu-
ments backed by a preliminary analysis of the data set.
We begin with the former. By computing a strain spec-
trum sensitivity curve for the 12.5-year data set using
the hasasia tool (Hazboun et al. 2019) and obtaining
the signal-to-noise ratio (S/N) of a � = 13/3 power-law
GWB, we observed that the five lowest frequency bins
contribute 99.98% of the S/N, with the majority coming
from the first bin. We also injected a � = 13/3 power-
law GWB into the 11-year data set NG11, and measured
the response of each frequency using a 30-frequency free
spectrum model, in which we allowed the variance of
each sine–cosine pair in the red-noise Fourier basis to
vary independently. We observed that the lowest few
frequencies are the first to respond as we raised the
GWB amplitude from undetectable to detectable lev-
els (see Figure 13). The details of this injection analysis
are described in Appendix A.

Evidence for a common-spectrum process 5
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Figure 1. Left: Measurements of common power-law red-noise parameters and the demonstration of their robustness to
assumptions about pulsar-intrinsic noise and the number of fluctuation frequencies nc. The dashed vertical line indicates
� = 13/3. The solid lines represent the measurement based on nc = 30. Dashed and dotted lines represent nc = 20 and nc = 5.
The dash-dotted lines correspond to the measurement from Arzoumanian et al. (2020). Contours and shaded regions are 1-�
and 2-� credible levels. Grey lines and regions are based on the assumption of achromatic timing noise in every pulsar, whereas
blue ones are based on the assumption of timing noise only in pulsars where it was reported in Goncharov et al. (2020b). Right:
Common red-noise parameter estimation with the free-spectral model. Lines represent the full PPTA data, whereas filled regions
represent PPTA DR2 without PSR J0437�4715. The black line is the inferred spectrum assuming a power-law model with
� = 13/3. Vertical dotted lines represent inverse orbital periods of solar system planets.

Figure 2. Pulsar contributions to the common red noise, assuming a fixed power-law index of �13/3 (CP2). Left: posterior
distributions for the common red-noise amplitude, A. The hatched blue area is the result of a joint analysis of all pulsars with
fixed white-noise parameters. The thick blue line shows the distribution obtained from a factorized likelihood approach. Thin
grey lines show contributions from individual pulsars to the factorized posterior. The yellow vertical line and the shaded region
represent the median and 1-� levels of the NANOGrav measurement. Right: Dropout factors for PPTA DR2 pulsars. We
interpret the dropout factors to represent the consistency of noise in a given pulsar with CP2, as discussed in Section 4.3.

measure variations), it is also unlikely that the noise is
associated with the interstellar medium.

However, we are attempting to detect a common noise
process from a single realization of the process in each

pulsar. The noise process is strongest at lowest fluctua-
tion frequency, so the process is being characterised on
a same time scale comparable to the typical data span.
This greatly complicates tests of the noise modelling.

EPTA common-red-signal analysis 15

Figure 6. Comparison of the CURN recovered signals with DR2 and DR1 in the same style as Figure 3, both using free-spectrum and power-law analyses with
ENTERPRISE. The CURN signal properties are in agreement with the expected detection evolution of a stationary red signal when extending the timespan. The
improvement is largely due to the significant increase in data quality with the DR2 extension.

CURN has WCURN ⇠ 3.8 (see Figure 3). One can expect the single
pulsar red noise of PSR J1713+0747 to be slightly more consistent
with the varied CURN posterior than a distribution fixed at 13/3, thus
giving a slightly larger dropout factor when varying WCURN. These
di�erences become more pronounced using DR1, as the constraints
on the CURN are tighter in DR2, such that the slice at WCURN = 13/3
is more representative of the recovered 2D CURN posterior with DR2
in contrast to DR1.

6.4 Consistency with DR1

In this work we have added a substantial amount of more precise
data to the DR1 data. Therefore we investigate whether the CURN
properties are consistent between DR1 and this new, extended data
set. If the CURN is stationary, the analysis of the two data sets ought
to produce consistent results, where we should get better constraints
with the added data. This is indeed an important test in the framework
of searching for a stochastic GWB, as the signal is theoretically
expected to be stationary. As DR1 is a very well studied data set, it is
straightforward to confidently make this investigation. We repeated
the single-pulsar analysis for DR1 as with DR2, using the same SSE
(DE438) and terrestrial time-standard (BIPM2019) in order to have
an appropriate comparison. We performed the DR1 CURN power-
law analysis using 22 frquency bins, as this was found to be adequate
in LTM15. Again, we used both ENTERPRISE and TEMPONEST for the
single-pulsar noise analysis and cross-checked the CURN analysis
with ENTERPRISE and FORTYTWO. As the result with both codes
are compatible, we use the ENTERPRISE results here to make the
comparisons of the DR2 and the DR1 subset.

Figure 6 shows how the common signal has evolved from EPTA
DR1 to DR2, using the posterior distributions of the single power-
laws and free-spectra parameters. One can see that DR2 provides
a much more constrained probability distribution of the power-law
parameters. While the DR1 data set shows a CURN centered around
W = 2.83+2.14

�1.96 and log10 � = �13.96+0.34
�1.41 (95% credible region),

there is considerable uncertainty in the parameter space beyond the
95% credible region. The additional data from the DR2 data set
constrain the spectral index closer to the expected value of W = 13/3
from a GWB by SMBHBs. The amplitude has decreased, also more

in line with more probable theoretical expectations (e.g. Chen et al.
2019; Middleton et al. 2021). The DR2 free spectrum on the left
of Figure 6 also seems to be extending the DR1 free spectrum. In
DR1, about four of the lowest frequencies support the existence of
a CURN. The median DR2 power-law also passes through the DR1
free spectrum power distributions.

While the timespan extension has contributed to the improvement
of the CURN analysis, we note that this also appears to be to a large
degree the result of the much better multi-frequency coverage of the
newly added data. This resulted in very significantly improved con-
straints of the pulsars’ DM parameter spaces and decorrelation of
said DM parameters from the pulsar red noise parameters. This is
in contrast to DR1, where the DM and red noise parameters were
significantly correlated for multiple pulsars, adding uncertainty to
the pulsar red noise parameters that would subsequently result in
similar uncertainties of common red signals. We can see how much
pulsars have improved in their ability to contribute to the recovered
CURN, by examining the changes in the dropout factors for each
pulsar, as presented in Figure 5. PSR J1909�3744 is the most promi-
nent example of the achieved improvement, as it has moved from
having the smallest contribution to the largest. This pulsar has the
highest TOA precision, however in DR1 it only had a time-span of
9.38 yr (in contrast to 15.7 yr in DR2) and had highly correlated red
and DM noise parameters. The decorrelation of red and DM noise
components is achieved thanks to the wide bandwidth of NUPPI
(as mentioned in Section 2, for this MSP we only use NRT data).
Four other MSPs have increased their dropout factors, supporting the
stationarity assumption of the CURN.

We finally examine if the extension of the data set from DR1 to
DR2 creates any unexpected di�erences in the Bayes Factors between
the di�erent models examined in Section 3.3.2. For the CURN case,
and using the DE438 SSE, the log10 BF has increased from ⇡ 1.2 to
⇡ 3.7, further supporting the stationarity assumption, and strongly
suggesting that the signal, irrespective of its origin and interpretation,
is not a statistical fluctuation. We finally note that despite increased
Bayes Factors for the di�erent CRS signals in DR2 by comparison to
DR1, the di�erence in the evidence between CURN and the GWB,
has not drastically change from DR1 (see LTM15), thus still not
allowing to support the finding of a GWB or other spatially correlated
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Figure 1. Posteriors for a common-spectrum process in NG12, as recovered with four models: free-spectrum (gray violin plots
in left panel), broken power law (solid blue lines and contours), 5-frequency power law (dashed orange lines and contours), and
30-frequency power law (dot-dashed green lines and contours). In the left panel, the violin plots show marginalized posteriors
of the equivalent amplitude of the sine-cosine Fourier pair (i.e.,

p
S(f)/T , with units of seconds) at the frequencies on the

horizontal axis; the lines show the mean reconstructed power laws in the left panel, and the 1� (thicker) and 2� posterior
contours for the amplitude and spectral slope in the right panel. In the left panel, the shaded regions trace ±1� ranges for the
common-spectrum process power as a function of frequency, as implied by the Bayesian posteriors for the power-law parameters.
The dotted vertical line in the left panel sits at fyr = 1yr�1, where PTA sensitivity is reduced by the fitting of timing-model
parameters; the corresponding free-spectrum amplitude posterior is unconstrained. The dashed vertical line in the right panel
sits at � = 13/3, the expected value for a GWB produced by a population of inspiraling SMBHBs. For both the broken power
law and 5-frequency power law models, the amplitude (ACP) posterior shown on the right is extrapolated from the lowest
frequencies to the reference frequency fyr. We observe that the slope and amplitude of the 30-frequency power law are driven
by higher-frequency noise, whereas the 5-frequency power law recovers the low-frequency GWB-like slope of the free spectrum
and broken power law.

⇣ab represents the angle between pulsars a and b. While
errors in the timescale (the “clock”) have a monopolar
ORF, �ab = 1. Pulsar-intrinsic red noise is also modeled
as a power-law, however, in that case there is no ORF.
The AGWB in Eq. (2) is replaced with an Ared, and �
with �red. There is a separate (Ared, �red) pair for each
pulsar in the array.

As in NG9gwb and NG11gwb, we implemented sta-
tionary Gaussian processes with a power-law spectrum
in rank-reduced fashion, by approximating them as a
sum over a sine–cosine Fourier basis with frequencies
k/T and prior (weight) covariance Sab(k/T )/T , where
T is the span between the minimum and maximum
TOA in the array (van Haasteren & Vallisneri 2014).
We use the same basis vectors to model all red noise
in the array, both pulsar-intrinsic noise and global sig-
nals, like the GWB. Using a common set of vectors helps
the sampling, and reduces the likelihood computation
time. In previous work, the number of basis vectors
was chosen to be large enough (with k = 1, . . . , 30)
that inference results (specifically the Bayesian upper
limit) for a common-spectrum signal became insensitive
to adding more components. However, doing so has the
disadvantage of potentially coupling white noise to the

highest-frequency components of the red-noise process,
thus biasing the recovery of the putative GWB, which
is strongest in the lowest-frequency bins.

For this paper, we revisit the issue and set the num-
ber of frequency components used to model common-
spectrum signals to five, on the basis of theoretical argu-
ments backed by a preliminary analysis of the data set.
We begin with the former. By computing a strain spec-
trum sensitivity curve for the 12.5-year data set using
the hasasia tool (Hazboun et al. 2019) and obtaining
the signal-to-noise ratio (S/N) of a � = 13/3 power-law
GWB, we observed that the five lowest frequency bins
contribute 99.98% of the S/N, with the majority coming
from the first bin. We also injected a � = 13/3 power-
law GWB into the 11-year data set NG11, and measured
the response of each frequency using a 30-frequency free
spectrum model, in which we allowed the variance of
each sine–cosine pair in the red-noise Fourier basis to
vary independently. We observed that the lowest few
frequencies are the first to respond as we raised the
GWB amplitude from undetectable to detectable lev-
els (see Figure 13). The details of this injection analysis
are described in Appendix A.

Evidence for a common-spectrum process 5
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Figure 1. Left: Measurements of common power-law red-noise parameters and the demonstration of their robustness to
assumptions about pulsar-intrinsic noise and the number of fluctuation frequencies nc. The dashed vertical line indicates
� = 13/3. The solid lines represent the measurement based on nc = 30. Dashed and dotted lines represent nc = 20 and nc = 5.
The dash-dotted lines correspond to the measurement from Arzoumanian et al. (2020). Contours and shaded regions are 1-�
and 2-� credible levels. Grey lines and regions are based on the assumption of achromatic timing noise in every pulsar, whereas
blue ones are based on the assumption of timing noise only in pulsars where it was reported in Goncharov et al. (2020b). Right:
Common red-noise parameter estimation with the free-spectral model. Lines represent the full PPTA data, whereas filled regions
represent PPTA DR2 without PSR J0437�4715. The black line is the inferred spectrum assuming a power-law model with
� = 13/3. Vertical dotted lines represent inverse orbital periods of solar system planets.

Figure 2. Pulsar contributions to the common red noise, assuming a fixed power-law index of �13/3 (CP2). Left: posterior
distributions for the common red-noise amplitude, A. The hatched blue area is the result of a joint analysis of all pulsars with
fixed white-noise parameters. The thick blue line shows the distribution obtained from a factorized likelihood approach. Thin
grey lines show contributions from individual pulsars to the factorized posterior. The yellow vertical line and the shaded region
represent the median and 1-� levels of the NANOGrav measurement. Right: Dropout factors for PPTA DR2 pulsars. We
interpret the dropout factors to represent the consistency of noise in a given pulsar with CP2, as discussed in Section 4.3.

measure variations), it is also unlikely that the noise is
associated with the interstellar medium.

However, we are attempting to detect a common noise
process from a single realization of the process in each

pulsar. The noise process is strongest at lowest fluctua-
tion frequency, so the process is being characterised on
a same time scale comparable to the typical data span.
This greatly complicates tests of the noise modelling.

EPTA common-red-signal analysis 15

Figure 6. Comparison of the CURN recovered signals with DR2 and DR1 in the same style as Figure 3, both using free-spectrum and power-law analyses with
ENTERPRISE. The CURN signal properties are in agreement with the expected detection evolution of a stationary red signal when extending the timespan. The
improvement is largely due to the significant increase in data quality with the DR2 extension.

CURN has WCURN ⇠ 3.8 (see Figure 3). One can expect the single
pulsar red noise of PSR J1713+0747 to be slightly more consistent
with the varied CURN posterior than a distribution fixed at 13/3, thus
giving a slightly larger dropout factor when varying WCURN. These
di�erences become more pronounced using DR1, as the constraints
on the CURN are tighter in DR2, such that the slice at WCURN = 13/3
is more representative of the recovered 2D CURN posterior with DR2
in contrast to DR1.

6.4 Consistency with DR1

In this work we have added a substantial amount of more precise
data to the DR1 data. Therefore we investigate whether the CURN
properties are consistent between DR1 and this new, extended data
set. If the CURN is stationary, the analysis of the two data sets ought
to produce consistent results, where we should get better constraints
with the added data. This is indeed an important test in the framework
of searching for a stochastic GWB, as the signal is theoretically
expected to be stationary. As DR1 is a very well studied data set, it is
straightforward to confidently make this investigation. We repeated
the single-pulsar analysis for DR1 as with DR2, using the same SSE
(DE438) and terrestrial time-standard (BIPM2019) in order to have
an appropriate comparison. We performed the DR1 CURN power-
law analysis using 22 frquency bins, as this was found to be adequate
in LTM15. Again, we used both ENTERPRISE and TEMPONEST for the
single-pulsar noise analysis and cross-checked the CURN analysis
with ENTERPRISE and FORTYTWO. As the result with both codes
are compatible, we use the ENTERPRISE results here to make the
comparisons of the DR2 and the DR1 subset.

Figure 6 shows how the common signal has evolved from EPTA
DR1 to DR2, using the posterior distributions of the single power-
laws and free-spectra parameters. One can see that DR2 provides
a much more constrained probability distribution of the power-law
parameters. While the DR1 data set shows a CURN centered around
W = 2.83+2.14

�1.96 and log10 � = �13.96+0.34
�1.41 (95% credible region),

there is considerable uncertainty in the parameter space beyond the
95% credible region. The additional data from the DR2 data set
constrain the spectral index closer to the expected value of W = 13/3
from a GWB by SMBHBs. The amplitude has decreased, also more

in line with more probable theoretical expectations (e.g. Chen et al.
2019; Middleton et al. 2021). The DR2 free spectrum on the left
of Figure 6 also seems to be extending the DR1 free spectrum. In
DR1, about four of the lowest frequencies support the existence of
a CURN. The median DR2 power-law also passes through the DR1
free spectrum power distributions.

While the timespan extension has contributed to the improvement
of the CURN analysis, we note that this also appears to be to a large
degree the result of the much better multi-frequency coverage of the
newly added data. This resulted in very significantly improved con-
straints of the pulsars’ DM parameter spaces and decorrelation of
said DM parameters from the pulsar red noise parameters. This is
in contrast to DR1, where the DM and red noise parameters were
significantly correlated for multiple pulsars, adding uncertainty to
the pulsar red noise parameters that would subsequently result in
similar uncertainties of common red signals. We can see how much
pulsars have improved in their ability to contribute to the recovered
CURN, by examining the changes in the dropout factors for each
pulsar, as presented in Figure 5. PSR J1909�3744 is the most promi-
nent example of the achieved improvement, as it has moved from
having the smallest contribution to the largest. This pulsar has the
highest TOA precision, however in DR1 it only had a time-span of
9.38 yr (in contrast to 15.7 yr in DR2) and had highly correlated red
and DM noise parameters. The decorrelation of red and DM noise
components is achieved thanks to the wide bandwidth of NUPPI
(as mentioned in Section 2, for this MSP we only use NRT data).
Four other MSPs have increased their dropout factors, supporting the
stationarity assumption of the CURN.

We finally examine if the extension of the data set from DR1 to
DR2 creates any unexpected di�erences in the Bayes Factors between
the di�erent models examined in Section 3.3.2. For the CURN case,
and using the DE438 SSE, the log10 BF has increased from ⇡ 1.2 to
⇡ 3.7, further supporting the stationarity assumption, and strongly
suggesting that the signal, irrespective of its origin and interpretation,
is not a statistical fluctuation. We finally note that despite increased
Bayes Factors for the di�erent CRS signals in DR2 by comparison to
DR1, the di�erence in the evidence between CURN and the GWB,
has not drastically change from DR1 (see LTM15), thus still not
allowing to support the finding of a GWB or other spatially correlated
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Figure 1. Posteriors for a common-spectrum process in NG12, as recovered with four models: free-spectrum (gray violin plots
in left panel), broken power law (solid blue lines and contours), 5-frequency power law (dashed orange lines and contours), and
30-frequency power law (dot-dashed green lines and contours). In the left panel, the violin plots show marginalized posteriors
of the equivalent amplitude of the sine-cosine Fourier pair (i.e.,

p
S(f)/T , with units of seconds) at the frequencies on the

horizontal axis; the lines show the mean reconstructed power laws in the left panel, and the 1� (thicker) and 2� posterior
contours for the amplitude and spectral slope in the right panel. In the left panel, the shaded regions trace ±1� ranges for the
common-spectrum process power as a function of frequency, as implied by the Bayesian posteriors for the power-law parameters.
The dotted vertical line in the left panel sits at fyr = 1yr�1, where PTA sensitivity is reduced by the fitting of timing-model
parameters; the corresponding free-spectrum amplitude posterior is unconstrained. The dashed vertical line in the right panel
sits at � = 13/3, the expected value for a GWB produced by a population of inspiraling SMBHBs. For both the broken power
law and 5-frequency power law models, the amplitude (ACP) posterior shown on the right is extrapolated from the lowest
frequencies to the reference frequency fyr. We observe that the slope and amplitude of the 30-frequency power law are driven
by higher-frequency noise, whereas the 5-frequency power law recovers the low-frequency GWB-like slope of the free spectrum
and broken power law.

⇣ab represents the angle between pulsars a and b. While
errors in the timescale (the “clock”) have a monopolar
ORF, �ab = 1. Pulsar-intrinsic red noise is also modeled
as a power-law, however, in that case there is no ORF.
The AGWB in Eq. (2) is replaced with an Ared, and �
with �red. There is a separate (Ared, �red) pair for each
pulsar in the array.

As in NG9gwb and NG11gwb, we implemented sta-
tionary Gaussian processes with a power-law spectrum
in rank-reduced fashion, by approximating them as a
sum over a sine–cosine Fourier basis with frequencies
k/T and prior (weight) covariance Sab(k/T )/T , where
T is the span between the minimum and maximum
TOA in the array (van Haasteren & Vallisneri 2014).
We use the same basis vectors to model all red noise
in the array, both pulsar-intrinsic noise and global sig-
nals, like the GWB. Using a common set of vectors helps
the sampling, and reduces the likelihood computation
time. In previous work, the number of basis vectors
was chosen to be large enough (with k = 1, . . . , 30)
that inference results (specifically the Bayesian upper
limit) for a common-spectrum signal became insensitive
to adding more components. However, doing so has the
disadvantage of potentially coupling white noise to the

highest-frequency components of the red-noise process,
thus biasing the recovery of the putative GWB, which
is strongest in the lowest-frequency bins.

For this paper, we revisit the issue and set the num-
ber of frequency components used to model common-
spectrum signals to five, on the basis of theoretical argu-
ments backed by a preliminary analysis of the data set.
We begin with the former. By computing a strain spec-
trum sensitivity curve for the 12.5-year data set using
the hasasia tool (Hazboun et al. 2019) and obtaining
the signal-to-noise ratio (S/N) of a � = 13/3 power-law
GWB, we observed that the five lowest frequency bins
contribute 99.98% of the S/N, with the majority coming
from the first bin. We also injected a � = 13/3 power-
law GWB into the 11-year data set NG11, and measured
the response of each frequency using a 30-frequency free
spectrum model, in which we allowed the variance of
each sine–cosine pair in the red-noise Fourier basis to
vary independently. We observed that the lowest few
frequencies are the first to respond as we raised the
GWB amplitude from undetectable to detectable lev-
els (see Figure 13). The details of this injection analysis
are described in Appendix A.
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Figure 1. Left: Measurements of common power-law red-noise parameters and the demonstration of their robustness to
assumptions about pulsar-intrinsic noise and the number of fluctuation frequencies nc. The dashed vertical line indicates
� = 13/3. The solid lines represent the measurement based on nc = 30. Dashed and dotted lines represent nc = 20 and nc = 5.
The dash-dotted lines correspond to the measurement from Arzoumanian et al. (2020). Contours and shaded regions are 1-�
and 2-� credible levels. Grey lines and regions are based on the assumption of achromatic timing noise in every pulsar, whereas
blue ones are based on the assumption of timing noise only in pulsars where it was reported in Goncharov et al. (2020b). Right:
Common red-noise parameter estimation with the free-spectral model. Lines represent the full PPTA data, whereas filled regions
represent PPTA DR2 without PSR J0437�4715. The black line is the inferred spectrum assuming a power-law model with
� = 13/3. Vertical dotted lines represent inverse orbital periods of solar system planets.

Figure 2. Pulsar contributions to the common red noise, assuming a fixed power-law index of �13/3 (CP2). Left: posterior
distributions for the common red-noise amplitude, A. The hatched blue area is the result of a joint analysis of all pulsars with
fixed white-noise parameters. The thick blue line shows the distribution obtained from a factorized likelihood approach. Thin
grey lines show contributions from individual pulsars to the factorized posterior. The yellow vertical line and the shaded region
represent the median and 1-� levels of the NANOGrav measurement. Right: Dropout factors for PPTA DR2 pulsars. We
interpret the dropout factors to represent the consistency of noise in a given pulsar with CP2, as discussed in Section 4.3.

measure variations), it is also unlikely that the noise is
associated with the interstellar medium.

However, we are attempting to detect a common noise
process from a single realization of the process in each

pulsar. The noise process is strongest at lowest fluctua-
tion frequency, so the process is being characterised on
a same time scale comparable to the typical data span.
This greatly complicates tests of the noise modelling.

EPTA common-red-signal analysis 15

Figure 6. Comparison of the CURN recovered signals with DR2 and DR1 in the same style as Figure 3, both using free-spectrum and power-law analyses with
ENTERPRISE. The CURN signal properties are in agreement with the expected detection evolution of a stationary red signal when extending the timespan. The
improvement is largely due to the significant increase in data quality with the DR2 extension.

CURN has WCURN ⇠ 3.8 (see Figure 3). One can expect the single
pulsar red noise of PSR J1713+0747 to be slightly more consistent
with the varied CURN posterior than a distribution fixed at 13/3, thus
giving a slightly larger dropout factor when varying WCURN. These
di�erences become more pronounced using DR1, as the constraints
on the CURN are tighter in DR2, such that the slice at WCURN = 13/3
is more representative of the recovered 2D CURN posterior with DR2
in contrast to DR1.

6.4 Consistency with DR1

In this work we have added a substantial amount of more precise
data to the DR1 data. Therefore we investigate whether the CURN
properties are consistent between DR1 and this new, extended data
set. If the CURN is stationary, the analysis of the two data sets ought
to produce consistent results, where we should get better constraints
with the added data. This is indeed an important test in the framework
of searching for a stochastic GWB, as the signal is theoretically
expected to be stationary. As DR1 is a very well studied data set, it is
straightforward to confidently make this investigation. We repeated
the single-pulsar analysis for DR1 as with DR2, using the same SSE
(DE438) and terrestrial time-standard (BIPM2019) in order to have
an appropriate comparison. We performed the DR1 CURN power-
law analysis using 22 frquency bins, as this was found to be adequate
in LTM15. Again, we used both ENTERPRISE and TEMPONEST for the
single-pulsar noise analysis and cross-checked the CURN analysis
with ENTERPRISE and FORTYTWO. As the result with both codes
are compatible, we use the ENTERPRISE results here to make the
comparisons of the DR2 and the DR1 subset.

Figure 6 shows how the common signal has evolved from EPTA
DR1 to DR2, using the posterior distributions of the single power-
laws and free-spectra parameters. One can see that DR2 provides
a much more constrained probability distribution of the power-law
parameters. While the DR1 data set shows a CURN centered around
W = 2.83+2.14

�1.96 and log10 � = �13.96+0.34
�1.41 (95% credible region),

there is considerable uncertainty in the parameter space beyond the
95% credible region. The additional data from the DR2 data set
constrain the spectral index closer to the expected value of W = 13/3
from a GWB by SMBHBs. The amplitude has decreased, also more

in line with more probable theoretical expectations (e.g. Chen et al.
2019; Middleton et al. 2021). The DR2 free spectrum on the left
of Figure 6 also seems to be extending the DR1 free spectrum. In
DR1, about four of the lowest frequencies support the existence of
a CURN. The median DR2 power-law also passes through the DR1
free spectrum power distributions.

While the timespan extension has contributed to the improvement
of the CURN analysis, we note that this also appears to be to a large
degree the result of the much better multi-frequency coverage of the
newly added data. This resulted in very significantly improved con-
straints of the pulsars’ DM parameter spaces and decorrelation of
said DM parameters from the pulsar red noise parameters. This is
in contrast to DR1, where the DM and red noise parameters were
significantly correlated for multiple pulsars, adding uncertainty to
the pulsar red noise parameters that would subsequently result in
similar uncertainties of common red signals. We can see how much
pulsars have improved in their ability to contribute to the recovered
CURN, by examining the changes in the dropout factors for each
pulsar, as presented in Figure 5. PSR J1909�3744 is the most promi-
nent example of the achieved improvement, as it has moved from
having the smallest contribution to the largest. This pulsar has the
highest TOA precision, however in DR1 it only had a time-span of
9.38 yr (in contrast to 15.7 yr in DR2) and had highly correlated red
and DM noise parameters. The decorrelation of red and DM noise
components is achieved thanks to the wide bandwidth of NUPPI
(as mentioned in Section 2, for this MSP we only use NRT data).
Four other MSPs have increased their dropout factors, supporting the
stationarity assumption of the CURN.

We finally examine if the extension of the data set from DR1 to
DR2 creates any unexpected di�erences in the Bayes Factors between
the di�erent models examined in Section 3.3.2. For the CURN case,
and using the DE438 SSE, the log10 BF has increased from ⇡ 1.2 to
⇡ 3.7, further supporting the stationarity assumption, and strongly
suggesting that the signal, irrespective of its origin and interpretation,
is not a statistical fluctuation. We finally note that despite increased
Bayes Factors for the di�erent CRS signals in DR2 by comparison to
DR1, the di�erence in the evidence between CURN and the GWB,
has not drastically change from DR1 (see LTM15), thus still not
allowing to support the finding of a GWB or other spatially correlated
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Figure 9. Comparison of IPTA DR2 to other recent data sets. left: Free spectral common-spectrum process model. The inclusion of
legacy data not used in recent PTA analyses allows IPTA DR2 to reach lower frequencies despite missing the most recently collected data.
right: 2D posterior for CP parameters log-amplitude and spectral index, where the contours represent the 1–, 2–, and 3–� confidence
intervals. All recent data sets are in broad agreement on the characteristics of a common-spectrum process.

Figure 10. CP amplitude posteriors for fixed spectral index,
� = 13/3. IPTA DR2 and EPTA DR2 find a systematically higher
amplitude for the common-spectrum process than NANOGrav
12.5 yr and PPTA DR2, although the disagreement is not sub-
stantial.

(Mahalanobis 1936),

DM =
p

( ~µ1 � ~µ2)⌃�1( ~µ1 � ~µ2) , (6)

where ~µ1 and ~µ2 are the mean vectors of the multivari-
ate distributions to be compared and ⌃ = ⌃1 + ⌃2 is the
joint covariance. To quantify the overlap and consistency of
the power law parameters as determined using each dataset,
the Mahalanobis distance between the 2D posterior distri-
butions are computed in Table 3. Despite some di↵erences
the posteriors overlap better than 3-sigma for all pairs of
distributions.

IPTA DR2, using older observations, still shows simi-
lar features as the NANOGrav 12.5, 6-pulsar EPTA DR2
and PPTA DR2 analyses, which have added a significant
amount of new data to the regional PTA data sets. A future
combination of these data sets will boost the total PTA sen-

sitivity in the same way IPTA DR2 is more sensitive than its
constituent data sets. Future combined IPTA data sets will
be important for investigating the origin of this common-
spectrum process.

5 DISCUSSION & OUTLOOK

5.1 Source of the common-spectrum process

The first IPTA data release did not show signs of a common-
spectrum temporally-correlated process, but set an upper
limit of 1.7 ⇥ 10�15 instead. This appears to be in tension
with our results from analysis of the second data release
with a CP amplitude of 2.8 ⇥ 10�15. However, there are
two major di↵erences to point out: 1) the di↵erent choice of
priors for the pulsar red, DM and common noise (Hazboun
et al. 2020b) and 2) the DR1 upper limit was computed
without the use of a SSE uncertainty model (Vallisneri et al.
2020). Both of which have been shown to lead to an increase
in the upper limit, alleviating tensions between the DR1 and
DR2 CP amplitudes.

As in other recent PTA analyses, we find strong evi-
dence in favor of the CP over the noise only hypothesis. It
is important to note that 1) the lack of support for GW-
like spatial correlations prohibits any claims of GW detec-
tion, however 2) this type of evidence for a similar red noise
is expected to precede a detection of spatial correlations
(Siemens et al. 2013; Pol et al. 2021; Romano et al. 2021).

Goncharov et al. (2021a) recently demonstrated that
the common-spectrum process model is favored over the
noise-only hypothesis when the noise spectra cluster in a
similar range, and it is not favored anymore when the noise
spectra are drawn from the prior distribution. Because we
know that the employed prior distribution for red noise pa-
rameters is not representative, it is possible that the evi-
dence we find for a common-spectrum process is caused by
a rejection of a null hypothesis rather than by all pulsars
exhibiting the spatially-uncorrelated component of a GWB.
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Figure 9. Comparison of IPTA DR2 to other recent data sets. left: Free spectral common-spectrum process model. The inclusion of
legacy data not used in recent PTA analyses allows IPTA DR2 to reach lower frequencies despite missing the most recently collected data.
right: 2D posterior for CP parameters log-amplitude and spectral index, where the contours represent the 1–, 2–, and 3–� confidence
intervals. All recent data sets are in broad agreement on the characteristics of a common-spectrum process.

Figure 10. CP amplitude posteriors for fixed spectral index,
� = 13/3. IPTA DR2 and EPTA DR2 find a systematically higher
amplitude for the common-spectrum process than NANOGrav
12.5 yr and PPTA DR2, although the disagreement is not sub-
stantial.

(Mahalanobis 1936),

DM =
p

( ~µ1 � ~µ2)⌃�1( ~µ1 � ~µ2) , (6)

where ~µ1 and ~µ2 are the mean vectors of the multivari-
ate distributions to be compared and ⌃ = ⌃1 + ⌃2 is the
joint covariance. To quantify the overlap and consistency of
the power law parameters as determined using each dataset,
the Mahalanobis distance between the 2D posterior distri-
butions are computed in Table 3. Despite some di↵erences
the posteriors overlap better than 3-sigma for all pairs of
distributions.

IPTA DR2, using older observations, still shows simi-
lar features as the NANOGrav 12.5, 6-pulsar EPTA DR2
and PPTA DR2 analyses, which have added a significant
amount of new data to the regional PTA data sets. A future
combination of these data sets will boost the total PTA sen-

sitivity in the same way IPTA DR2 is more sensitive than its
constituent data sets. Future combined IPTA data sets will
be important for investigating the origin of this common-
spectrum process.

5 DISCUSSION & OUTLOOK

5.1 Source of the common-spectrum process

The first IPTA data release did not show signs of a common-
spectrum temporally-correlated process, but set an upper
limit of 1.7 ⇥ 10�15 instead. This appears to be in tension
with our results from analysis of the second data release
with a CP amplitude of 2.8 ⇥ 10�15. However, there are
two major di↵erences to point out: 1) the di↵erent choice of
priors for the pulsar red, DM and common noise (Hazboun
et al. 2020b) and 2) the DR1 upper limit was computed
without the use of a SSE uncertainty model (Vallisneri et al.
2020). Both of which have been shown to lead to an increase
in the upper limit, alleviating tensions between the DR1 and
DR2 CP amplitudes.

As in other recent PTA analyses, we find strong evi-
dence in favor of the CP over the noise only hypothesis. It
is important to note that 1) the lack of support for GW-
like spatial correlations prohibits any claims of GW detec-
tion, however 2) this type of evidence for a similar red noise
is expected to precede a detection of spatial correlations
(Siemens et al. 2013; Pol et al. 2021; Romano et al. 2021).

Goncharov et al. (2021a) recently demonstrated that
the common-spectrum process model is favored over the
noise-only hypothesis when the noise spectra cluster in a
similar range, and it is not favored anymore when the noise
spectra are drawn from the prior distribution. Because we
know that the employed prior distribution for red noise pa-
rameters is not representative, it is possible that the evi-
dence we find for a common-spectrum process is caused by
a rejection of a null hypothesis rather than by all pulsars
exhibiting the spatially-uncorrelated component of a GWB.
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Figure 9. Comparison of IPTA DR2 to other recent data sets. left: Free spectral common-spectrum process model. The inclusion of
legacy data not used in recent PTA analyses allows IPTA DR2 to reach lower frequencies despite missing the most recently collected data.
right: 2D posterior for CP parameters log-amplitude and spectral index, where the contours represent the 1–, 2–, and 3–� confidence
intervals. All recent data sets are in broad agreement on the characteristics of a common-spectrum process.

Figure 10. CP amplitude posteriors for fixed spectral index,
� = 13/3. IPTA DR2 and EPTA DR2 find a systematically higher
amplitude for the common-spectrum process than NANOGrav
12.5 yr and PPTA DR2, although the disagreement is not sub-
stantial.

(Mahalanobis 1936),

DM =
p

( ~µ1 � ~µ2)⌃�1( ~µ1 � ~µ2) , (6)

where ~µ1 and ~µ2 are the mean vectors of the multivari-
ate distributions to be compared and ⌃ = ⌃1 + ⌃2 is the
joint covariance. To quantify the overlap and consistency of
the power law parameters as determined using each dataset,
the Mahalanobis distance between the 2D posterior distri-
butions are computed in Table 3. Despite some di↵erences
the posteriors overlap better than 3-sigma for all pairs of
distributions.

IPTA DR2, using older observations, still shows simi-
lar features as the NANOGrav 12.5, 6-pulsar EPTA DR2
and PPTA DR2 analyses, which have added a significant
amount of new data to the regional PTA data sets. A future
combination of these data sets will boost the total PTA sen-

sitivity in the same way IPTA DR2 is more sensitive than its
constituent data sets. Future combined IPTA data sets will
be important for investigating the origin of this common-
spectrum process.

5 DISCUSSION & OUTLOOK

5.1 Source of the common-spectrum process

The first IPTA data release did not show signs of a common-
spectrum temporally-correlated process, but set an upper
limit of 1.7 ⇥ 10�15 instead. This appears to be in tension
with our results from analysis of the second data release
with a CP amplitude of 2.8 ⇥ 10�15. However, there are
two major di↵erences to point out: 1) the di↵erent choice of
priors for the pulsar red, DM and common noise (Hazboun
et al. 2020b) and 2) the DR1 upper limit was computed
without the use of a SSE uncertainty model (Vallisneri et al.
2020). Both of which have been shown to lead to an increase
in the upper limit, alleviating tensions between the DR1 and
DR2 CP amplitudes.

As in other recent PTA analyses, we find strong evi-
dence in favor of the CP over the noise only hypothesis. It
is important to note that 1) the lack of support for GW-
like spatial correlations prohibits any claims of GW detec-
tion, however 2) this type of evidence for a similar red noise
is expected to precede a detection of spatial correlations
(Siemens et al. 2013; Pol et al. 2021; Romano et al. 2021).

Goncharov et al. (2021a) recently demonstrated that
the common-spectrum process model is favored over the
noise-only hypothesis when the noise spectra cluster in a
similar range, and it is not favored anymore when the noise
spectra are drawn from the prior distribution. Because we
know that the employed prior distribution for red noise pa-
rameters is not representative, it is possible that the evi-
dence we find for a common-spectrum process is caused by
a rejection of a null hypothesis rather than by all pulsars
exhibiting the spatially-uncorrelated component of a GWB.
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Figure 9. Comparison of IPTA DR2 to other recent data sets. left: Free spectral common-spectrum process model. The inclusion of
legacy data not used in recent PTA analyses allows IPTA DR2 to reach lower frequencies despite missing the most recently collected data.
right: 2D posterior for CP parameters log-amplitude and spectral index, where the contours represent the 1–, 2–, and 3–� confidence
intervals. All recent data sets are in broad agreement on the characteristics of a common-spectrum process.

Figure 10. CP amplitude posteriors for fixed spectral index,
� = 13/3. IPTA DR2 and EPTA DR2 find a systematically higher
amplitude for the common-spectrum process than NANOGrav
12.5 yr and PPTA DR2, although the disagreement is not sub-
stantial.

(Mahalanobis 1936),

DM =
p

( ~µ1 � ~µ2)⌃�1( ~µ1 � ~µ2) , (6)

where ~µ1 and ~µ2 are the mean vectors of the multivari-
ate distributions to be compared and ⌃ = ⌃1 + ⌃2 is the
joint covariance. To quantify the overlap and consistency of
the power law parameters as determined using each dataset,
the Mahalanobis distance between the 2D posterior distri-
butions are computed in Table 3. Despite some di↵erences
the posteriors overlap better than 3-sigma for all pairs of
distributions.

IPTA DR2, using older observations, still shows simi-
lar features as the NANOGrav 12.5, 6-pulsar EPTA DR2
and PPTA DR2 analyses, which have added a significant
amount of new data to the regional PTA data sets. A future
combination of these data sets will boost the total PTA sen-

sitivity in the same way IPTA DR2 is more sensitive than its
constituent data sets. Future combined IPTA data sets will
be important for investigating the origin of this common-
spectrum process.

5 DISCUSSION & OUTLOOK

5.1 Source of the common-spectrum process

The first IPTA data release did not show signs of a common-
spectrum temporally-correlated process, but set an upper
limit of 1.7 ⇥ 10�15 instead. This appears to be in tension
with our results from analysis of the second data release
with a CP amplitude of 2.8 ⇥ 10�15. However, there are
two major di↵erences to point out: 1) the di↵erent choice of
priors for the pulsar red, DM and common noise (Hazboun
et al. 2020b) and 2) the DR1 upper limit was computed
without the use of a SSE uncertainty model (Vallisneri et al.
2020). Both of which have been shown to lead to an increase
in the upper limit, alleviating tensions between the DR1 and
DR2 CP amplitudes.

As in other recent PTA analyses, we find strong evi-
dence in favor of the CP over the noise only hypothesis. It
is important to note that 1) the lack of support for GW-
like spatial correlations prohibits any claims of GW detec-
tion, however 2) this type of evidence for a similar red noise
is expected to precede a detection of spatial correlations
(Siemens et al. 2013; Pol et al. 2021; Romano et al. 2021).

Goncharov et al. (2021a) recently demonstrated that
the common-spectrum process model is favored over the
noise-only hypothesis when the noise spectra cluster in a
similar range, and it is not favored anymore when the noise
spectra are drawn from the prior distribution. Because we
know that the employed prior distribution for red noise pa-
rameters is not representative, it is possible that the evi-
dence we find for a common-spectrum process is caused by
a rejection of a null hypothesis rather than by all pulsars
exhibiting the spatially-uncorrelated component of a GWB.
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� = 13/3

Expected slope from 
SMBH binaries 
(O(106) solar 

masses), assuming 
circular orbits and 

evolution dominated 
by gravitational 

radiation

Caveat: not yet complete evidence of GW, since Hellings-Downs correlation not detected yet
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1, 2� contours

Signal correlated with detectable dark radiation 
(2sigma) at Simons Observatory
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DOMAIN WALLS IN PTA DATASETS
We performed the first “early Universe” search in multiple datasets (NG 12.5 yrs and IPTA DR2)
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IPTA DR2 prefers region around peak,  
NG 12.5 the large frequency tail
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Figure 2. Maximum likelihood GW abundance from DWs
(solid, dashed), assuming the SM scenario, and from SMBHBs
(dotted). For comparison, we show the free spectrum
posteriors obtained by converting the results of [4] (NG12)
and [7] (IPTA DR2) (violin shapes, lower limits set by
priors). Solid lines correspond to ↵? ' 0.07 (0.04), T? '
47 (7) MeV, � ' 2 (2.5), � ' 0.7 (0.6) for IPTA DR2 (NG12),
dashed lines to �, � = 1, ↵? ' 0.07 (0.04), T? ' 42 (21) MeV.
AGWB ' 3.3 (1.8)·10�15, according to our IPTA DR2 (NG12)
DWs+SMBHBs analysis.

the minor e↵ect of these parameters on the quality of the
fit.

We then specify our analysis of the SM scenario to
the case of network annihilation due to a gap �V , by
sampling the tension � 2 [1010, 1018] GeV3 rather than
↵? and deriving posteriors of �V 1/4 using (6). We
restrict our analysis to GWs from DWs only. We take
c = 2.2 (obtained from string-wall networks with N =
3 [69]). Fig. 3 shows that both datasets are well modeled
when � ' (40 � 100 TeV)3 and �V ' (15 � 50 MeV)4.

We also compare models using the Bayes factors
log

10
Bi,j of model j with respect to model i.

For NG12, we find: log
10

BSMBHBs, DW ' 0.16,
log

10
BDW, DW+SMBHBs ' 0.07. For IPTADR2, we find:

log
10

BDW, SMBHBs ' 0.48, log
10

BDW, DW+SMBHBs ' 0.38.
Thus we find no substantial evidence for one model
against any other one in the datasets.

Finally, we discuss di↵erent choices of numerical
coe�cients ✏̃ and c. From (4), a change in ✏̃ can be
reabsorbed by rescaling ↵?, and thus �Ne↵, in Fig. 1.
The DR bound then severely constrains DWs as the
dominant source of GWs in IPTADR2 (NG12) data,
unless ✏̃ & 0.3 (0.07). On the other hand, imposing
↵?  0.3 leads to ✏̃ & 0.02(0.005) in the SM scenario.
The e↵ect of smaller values of ✏̃, and of larger values of c
is shown in Fig. 3 (we take the example c ' 4.5 from [69]
for string-wall networks with N = 6).

Particle Physics Interpretations and
Discussion. Let us briefly discuss interesting
microphysical origins for the DW networks whose

104 105
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�
V

1/
4
[G

eV
]

Decay to Standard Model

�̃ = 0.7

�̃ = 0.1

N = 6

IPTA DR2

NG12

Figure 3. Posterior distributions of the DW tension �1/3 and
the gap energy (density) �V 1/4 scales, 1� and 2� contours.
The prior T? � 2.7 MeV corresponds to �V 1/4 & 3 MeV. See
also Appendix A.

properties we inferred above. We focus here on
scenarios with DW annihilation induced by a gap �V .
Intriguingly, the preferred values of �V and of the DW
tension � shown in Fig. 3 fall in the ballpark of two
particularly interesting energy scales.

First, the 10 � 100 TeV range for �1/3 points at new
physics which may be probed by (future) colliders (see
e.g. [21]). Second, the 10 � 100 MeV range for �V 1/4 is
close to ⇤QCD ' 300 MeV, so that one may entertain the
possibility of QCD inducing DW annihilation [22, 59, 76–
78].

A realization of the latter idea may consist of a
heavy axion field a with ZN symmetry, N > 1, and
decay constant Fa, coupled to the topological term of
a confining dark gauge sector H. Upon H-confinement
at some scale ⇤H � ⇤QCD, the ZN symmetry is
spontaneously broken and a hybrid string-wall network
forms with DW tension � ' 8maF 2

a , where ma ' ⇤2

H
/Fa

is the axion mass. If a also couples to QCD, it receives
an additional potential around the QCD PT with size set

by the topological susceptibility �V 1/4
QCD

' 75 MeV [79].
This can induce annihilation when its periodicity di↵ers
from that of the H-induced potential. While a detailed
exploration of this scenario is beyond the aim of this work
(see however Appendix B), note that solving the strong
CP problem requires either a fine alignment between
the potentials induced by H and QCD, which might
be challenging (see e.g. [80–84] for recent work), or a
second axion that couples only (mostly) to QCD, see
e.g. [77, 78, 85]. Alternatively, annihilation may occur
due to (and/or in) a dark sector, see Appendix B.

We present the region of the ma �Fa parameter space
for which a heavy axion can model PTA data in Fig. 4,
assuming decay to SM particles. Degeneracy between
parameters can be clearly observed, as the GW signal
only depends on � and T?. We also show existing
constraints and future detection prospects from collider,
astrophysics and laboratory experiments. Remarkably,
for ma ⇠ 100 MeV�20 GeV and Fa ⇠ 105 �2 ·107 GeV,

Bestfit

SEARCH FOR GWS FROM DOMAIN WALLS
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Figure 1. 1� and 2� contours for the 2d posterior distributions of DW parameters. Left panel: DW constituents decay to dark
radiation. In this case, the prior �Ne↵  0.39 from BBN+Yp+D (95% C.L. [56]) is applied, as well as T? � 500 keV. The
95% C.L. bound from Planck18+BAO [57] and 95% C.L. forecasted reach of Simons Observatory [58] are shown as dashed and
dotted lines respectively. Central panel: DW constituents decay to SM radiation. The priors ↵?  0.3 and T? � 2.7 MeV are
applied. Right panel: including a GWB background from SMBHBs, with amplitude AGWB. In all cases, we fix ✏̃ = 0.7, see
text for di↵erent choices. See Appendix A for 1d and 2d posteriors of all parameters.

2.7 MeV for any relevant value of ↵? [70, 71]. We also
cautiously impose ↵?  0.3 to avoid deviations from
radiation domination, which require dedicated numerical
studies. This also ensures that the GWs emitted
from DWs respect the aforementioned DR bound, since
�Ne↵, gw ' 0.2 ↵2

?(g⇤(T?)/10.75)�1/3, see (4).
Data Analysis GW searches at PTAs are

performed in terms of the timing-residual cross-
power spectral density Sab(f) ⌘ �abh2

c(f)/(12⇡2)f�3,
where hc(f) =

p
3/(2⇡2)(0.01Hz/f)(

p
h2⌦GW) Mpc/km

is the characteristic strain spectrum and �ab contains
correlation coe�cients between pulsars a and b in a given
PTA. We performed Bayesian analyses using the codes
enterprise [72] and enterprise extensions [73], in
which we implemented the DW signal (4),(3),(5), and
PTMCMC [74] to obtain MonteCarlo samples. We derive
posterior distributions using GetDist [75]. We include
white, red and dispersion measures noise parameters
following the choices of the NG12 [4] and IPTADR2 [7]
searches for a common spectrum. Furthermore, we
limit the stochastic GW search to the lowest 5 and
13 frequencies of the NG12 and IPTADR2 datasets
respectively, to avoid pulsar-intrinsic excess noise at
high frequencies, as in [4, 7]. We fix ✏̃ = 0.7 according
to [62] and discuss di↵erent choices below. Further
details and prior choices are reported in Appendix A.

We first obtain results with DWs as the only source
of GWs and separately analyze the DR and SM
scenarios. In the former case, we sample �Ne↵ and
T? logarithmically, �Ne↵ 2 [10�2, 0.39], T? 2 [5 ·
10�4, 10] GeV. For the SM scenario, we trade �Ne↵

for ↵? 2 [10�3, 0.3] and impose T? � 2.7 MeV. In all
analyses we sample � 2 [0.5, 1] and � 2 [0.3, 3].

Posterior distributions are shown in Fig. 1. In both

scenarios, NG12 is well fitted by the high frequency tail of
the spectrum, i.e. by a simple power law (� = 1 or � = 6
in the notation of [4]). On the other hand, IPTADR2 [7]
prefers the region of the spectrum around the peak. We
find almost flat posteriors for � and �, see Appendix A.

For the DR scenario, Fig. 1 (left), a significant portion
of the parameter space is constrained by the BBN prior.
We find �Ne↵ � 0.26 (0.15) at 95% C.L. from IPTADR2
(NG12). These values are close to the current bound
from Planck18+BAO (dashed line, 2�) and well within
the reach of the upcoming Simons Observatory [58]
(dotted line, 2�). However, note that CMB bounds
only apply if the decay products remain relativistic until
recombination. We also find T? 2 [23, 93] ( 51) MeV at
95% C.L. from IPTADR2 (NG12).

For the SM scenario, Fig. 1 (center), we find ↵? 2
[0.05, 0.11] ([0.02, 0.08]), well below the upper prior
boundary, and T? 2 [27, 121] ( 41) MeV at 95% C.L.
from IPTADR2 (NG12). Further details and posteriors
can be found in Appendix A.

Next, we search for GWs from DWs in the presence
of a stochastic background from SMBHBs, whose strain
we take to be given by the simple power law hc(f) =
AGWB(f/yr�1)�2/3 (see e.g. [10]), assuming the SM
scenario. The 2D posterior distribution of ↵? and AGWB

in Fig. 1 (right panel) show that both sources fit the
datasets equally well. In particular, the GWB from
SMBHBs fits well with AGWB ' 10�14.5, in agreement
with [4, 7]. In this case, the DW parameter ↵? is only
limited by our priors.

The maximum likelihood GW spectra from DWs
(SM scenario), and for comparison from SMBHBs (as
obtained in our DW+SMBHBs analysis), are shown in
Fig. 2. Spectra with �, � = 1 are also displayed, to show

Including stochastic GWs from SMBH binaries, 
marginalising over other parameters

Both sources fit data equally well!



DOMAIN WALLS IN PTA DATASETS

<latexit sha1_base64="eLYiL484Zpj+x5okQOH8bkZUQA0=">AAACAnicbVDLSsNAFJ34rPUVdSVuBovgQkpSRF0W3bisYB/QhDKZTtqhk0mYuRFLqG78FTcuFHHrV7jzb5y2WWjrgQuHc+6dufcEieAaHOfbWlhcWl5ZLawV1zc2t7btnd2GjlNFWZ3GIlatgGgmuGR14CBYK1GMRIFgzWBwNfabd0xpHstbGCbMj0hP8pBTAkbq2PvuScXTvBeRBw/YPWQ0lmAe16OOXXLKzgR4nrg5KaEctY795XVjmkZMAhVE67brJOBnRAGngo2KXqpZQuiA9FjbUEkipv1scsIIHxmli8NYmZKAJ+rviYxEWg+jwHRGBPp61huL/3ntFMILP+MySYFJOv0oTAWGGI/zwF2uGAUxNIRQxc2umPaJIhRMakUTgjt78jxpVMruWdm9OS1VL/M4CugAHaJj5KJzVEXXqIbqiKJH9Ixe0Zv1ZL1Y79bHtHXBymf20B9Ynz/ST5e7</latexit>

1, 2� contours 4

10�10 10�9 10�8

Frequency [Hz]

10�13

10�12

10�11

10�10

10�9

10�8

10�7

�
G

W
h

2

DWs

DWs, �, � = 1

SMBHBs

IPTA DR2

NG12

Figure 2. Maximum likelihood GW abundance from DWs
(solid, dashed), assuming the SM scenario, and from SMBHBs
(dotted). For comparison, we show the free spectrum
posteriors obtained by converting the results of [4] (NG12)
and [7] (IPTA DR2) (violin shapes, lower limits set by
priors). Solid lines correspond to ↵? ' 0.07 (0.04), T? '
47 (7) MeV, � ' 2 (2.5), � ' 0.7 (0.6) for IPTA DR2 (NG12),
dashed lines to �, � = 1, ↵? ' 0.07 (0.04), T? ' 42 (21) MeV.
AGWB ' 3.3 (1.8)·10�15, according to our IPTA DR2 (NG12)
DWs+SMBHBs analysis.

the minor e↵ect of these parameters on the quality of the
fit.

We then specify our analysis of the SM scenario to
the case of network annihilation due to a gap �V , by
sampling the tension � 2 [1010, 1018] GeV3 rather than
↵? and deriving posteriors of �V 1/4 using (6). We
restrict our analysis to GWs from DWs only. We take
c = 2.2 (obtained from string-wall networks with N =
3 [69]). Fig. 3 shows that both datasets are well modeled
when � ' (40 � 100 TeV)3 and �V ' (15 � 50 MeV)4.

We also compare models using the Bayes factors
log

10
Bi,j of model j with respect to model i.

For NG12, we find: log
10

BSMBHBs, DW ' 0.16,
log

10
BDW, DW+SMBHBs ' 0.07. For IPTADR2, we find:

log
10

BDW, SMBHBs ' 0.48, log
10

BDW, DW+SMBHBs ' 0.38.
Thus we find no substantial evidence for one model
against any other one in the datasets.

Finally, we discuss di↵erent choices of numerical
coe�cients ✏̃ and c. From (4), a change in ✏̃ can be
reabsorbed by rescaling ↵?, and thus �Ne↵, in Fig. 1.
The DR bound then severely constrains DWs as the
dominant source of GWs in IPTADR2 (NG12) data,
unless ✏̃ & 0.3 (0.07). On the other hand, imposing
↵?  0.3 leads to ✏̃ & 0.02(0.005) in the SM scenario.
The e↵ect of smaller values of ✏̃, and of larger values of c
is shown in Fig. 3 (we take the example c ' 4.5 from [69]
for string-wall networks with N = 6).

Particle Physics Interpretations and
Discussion. Let us briefly discuss interesting
microphysical origins for the DW networks whose

104 105
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Figure 3. Posterior distributions of the DW tension �1/3 and
the gap energy (density) �V 1/4 scales, 1� and 2� contours.
The prior T? � 2.7 MeV corresponds to �V 1/4 & 3 MeV. See
also Appendix A.

properties we inferred above. We focus here on
scenarios with DW annihilation induced by a gap �V .
Intriguingly, the preferred values of �V and of the DW
tension � shown in Fig. 3 fall in the ballpark of two
particularly interesting energy scales.

First, the 10 � 100 TeV range for �1/3 points at new
physics which may be probed by (future) colliders (see
e.g. [21]). Second, the 10 � 100 MeV range for �V 1/4 is
close to ⇤QCD ' 300 MeV, so that one may entertain the
possibility of QCD inducing DW annihilation [22, 59, 76–
78].

A realization of the latter idea may consist of a
heavy axion field a with ZN symmetry, N > 1, and
decay constant Fa, coupled to the topological term of
a confining dark gauge sector H. Upon H-confinement
at some scale ⇤H � ⇤QCD, the ZN symmetry is
spontaneously broken and a hybrid string-wall network
forms with DW tension � ' 8maF 2

a , where ma ' ⇤2

H
/Fa

is the axion mass. If a also couples to QCD, it receives
an additional potential around the QCD PT with size set

by the topological susceptibility �V 1/4
QCD

' 75 MeV [79].
This can induce annihilation when its periodicity di↵ers
from that of the H-induced potential. While a detailed
exploration of this scenario is beyond the aim of this work
(see however Appendix B), note that solving the strong
CP problem requires either a fine alignment between
the potentials induced by H and QCD, which might
be challenging (see e.g. [80–84] for recent work), or a
second axion that couples only (mostly) to QCD, see
e.g. [77, 78, 85]. Alternatively, annihilation may occur
due to (and/or in) a dark sector, see Appendix B.

We present the region of the ma �Fa parameter space
for which a heavy axion can model PTA data in Fig. 4,
assuming decay to SM particles. Degeneracy between
parameters can be clearly observed, as the GW signal
only depends on � and T?. We also show existing
constraints and future detection prospects from collider,
astrophysics and laboratory experiments. Remarkably,
for ma ⇠ 100 MeV�20 GeV and Fa ⇠ 105 �2 ·107 GeV,
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Figure 1. 1� and 2� contours for the 2d posterior distributions of DW parameters. Left panel: DW constituents decay to dark
radiation. In this case, the prior �Ne↵  0.39 from BBN+Yp+D (95% C.L. [56]) is applied, as well as T? � 500 keV. The
95% C.L. bound from Planck18+BAO [57] and 95% C.L. forecasted reach of Simons Observatory [58] are shown as dashed and
dotted lines respectively. Central panel: DW constituents decay to SM radiation. The priors ↵?  0.3 and T? � 2.7 MeV are
applied. Right panel: including a GWB background from SMBHBs, with amplitude AGWB. In all cases, we fix ✏̃ = 0.7, see
text for di↵erent choices. See Appendix A for 1d and 2d posteriors of all parameters.

2.7 MeV for any relevant value of ↵? [70, 71]. We also
cautiously impose ↵?  0.3 to avoid deviations from
radiation domination, which require dedicated numerical
studies. This also ensures that the GWs emitted
from DWs respect the aforementioned DR bound, since
�Ne↵, gw ' 0.2 ↵2

?(g⇤(T?)/10.75)�1/3, see (4).
Data Analysis GW searches at PTAs are

performed in terms of the timing-residual cross-
power spectral density Sab(f) ⌘ �abh2

c(f)/(12⇡2)f�3,
where hc(f) =

p
3/(2⇡2)(0.01Hz/f)(

p
h2⌦GW) Mpc/km

is the characteristic strain spectrum and �ab contains
correlation coe�cients between pulsars a and b in a given
PTA. We performed Bayesian analyses using the codes
enterprise [72] and enterprise extensions [73], in
which we implemented the DW signal (4),(3),(5), and
PTMCMC [74] to obtain MonteCarlo samples. We derive
posterior distributions using GetDist [75]. We include
white, red and dispersion measures noise parameters
following the choices of the NG12 [4] and IPTADR2 [7]
searches for a common spectrum. Furthermore, we
limit the stochastic GW search to the lowest 5 and
13 frequencies of the NG12 and IPTADR2 datasets
respectively, to avoid pulsar-intrinsic excess noise at
high frequencies, as in [4, 7]. We fix ✏̃ = 0.7 according
to [62] and discuss di↵erent choices below. Further
details and prior choices are reported in Appendix A.

We first obtain results with DWs as the only source
of GWs and separately analyze the DR and SM
scenarios. In the former case, we sample �Ne↵ and
T? logarithmically, �Ne↵ 2 [10�2, 0.39], T? 2 [5 ·
10�4, 10] GeV. For the SM scenario, we trade �Ne↵

for ↵? 2 [10�3, 0.3] and impose T? � 2.7 MeV. In all
analyses we sample � 2 [0.5, 1] and � 2 [0.3, 3].

Posterior distributions are shown in Fig. 1. In both

scenarios, NG12 is well fitted by the high frequency tail of
the spectrum, i.e. by a simple power law (� = 1 or � = 6
in the notation of [4]). On the other hand, IPTADR2 [7]
prefers the region of the spectrum around the peak. We
find almost flat posteriors for � and �, see Appendix A.

For the DR scenario, Fig. 1 (left), a significant portion
of the parameter space is constrained by the BBN prior.
We find �Ne↵ � 0.26 (0.15) at 95% C.L. from IPTADR2
(NG12). These values are close to the current bound
from Planck18+BAO (dashed line, 2�) and well within
the reach of the upcoming Simons Observatory [58]
(dotted line, 2�). However, note that CMB bounds
only apply if the decay products remain relativistic until
recombination. We also find T? 2 [23, 93] ( 51) MeV at
95% C.L. from IPTADR2 (NG12).

For the SM scenario, Fig. 1 (center), we find ↵? 2
[0.05, 0.11] ([0.02, 0.08]), well below the upper prior
boundary, and T? 2 [27, 121] ( 41) MeV at 95% C.L.
from IPTADR2 (NG12). Further details and posteriors
can be found in Appendix A.

Next, we search for GWs from DWs in the presence
of a stochastic background from SMBHBs, whose strain
we take to be given by the simple power law hc(f) =
AGWB(f/yr�1)�2/3 (see e.g. [10]), assuming the SM
scenario. The 2D posterior distribution of ↵? and AGWB

in Fig. 1 (right panel) show that both sources fit the
datasets equally well. In particular, the GWB from
SMBHBs fits well with AGWB ' 10�14.5, in agreement
with [4, 7]. In this case, the DW parameter ↵? is only
limited by our priors.

The maximum likelihood GW spectra from DWs
(SM scenario), and for comparison from SMBHBs (as
obtained in our DW+SMBHBs analysis), are shown in
Fig. 2. Spectra with �, � = 1 are also displayed, to show

Including stochastic GWs from SMBH binaries, 
marginalising over other parameters

Both sources fit data equally well!

10-100 TeV scale is suggested for 
models with heavy scalars

Scale of explicit symmetry 
breaking around scale of QCD!
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CURRENT (FUTURE) GW OBSERVATORIES CAN DISCOVER SOURCES THAT MAKE UP  
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Figure 7. One and Two-dimensional posterior distributions, with 1� and 2� contours, of the parameters describing GWs from
annihilating DWs. Left: posteriors in the presence of the GWB from SMBHBs, with amplitude AGWB.Right: posteriors for
the case of symmetry breaking by an energy di↵erence �V between vacua. Posteriors on �V 1/4 have been obtained by means
of (6), using c = 2.2 as example value for solid and dashed lines and and c ' 4.5 for dotted lines (from simulations of string-wall
networks [69] with N = 3 and N = 6 respectively). In both analyses, decay to SM particles has been assumed in imposing
priors, see Tables I and III.
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Figure 8. One and Two-dimensional posterior distributions,
with 1� and 2� contours, of the parameters describing GWs
from heavy axion DWs. The posteriors on the size of the gap
energy µ1/4

b are obtained using (6) and (B3).

considered in our work and to understand whether an
additional axion is required in our case as well.

Whenever the axion a couples to QCD, it can e�ciently
decay to SM gluons or photons, as described in [93], with
a decay rate �a!gg,�� / m3

a/F 2

a . We verified that for
most of the parameter space in Fig. 4, apart from a small
corner in the upper left part, such decays are e�cient at
T?.
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